Patterns and Relations @ila River Chenstry and Thermodynamic Process
Database Description and Evolution

(Draft/ June2025)

PierreCharles Bierly




Preface

The GilaRiver of the Americansouthwests claimed by some to lsedyingriver. Others
perhapsmpressed by river thattravek undeground toresurfacdurther on downstream,
consider ithe epitome of resilienc&ut thebasic processes that govéhe riveis behavior, the
rhythms that form the context of its resilienbaye never been thoroughly exploré&dis study
focuses on a single evantthe chemistryat a singlesite,drawing onalargedataset othe
physical characteristics ttie Gila. Bringing together information from a numbef different
sources, iprovides acomprehensiveiew of theriverd flow and density regimes at the site
With a fewkeyassumptionsind numerousalculationsthe datasets expandedo investigate
themainchemistryand thermodynamic processeBhe interrelations betweehe various

processes are analyzed and evalutienieate anulti-facettedpicture oftheriverd s r ete pon s e

its environment

It all beganwith the chance ddervation of a singulgghenomean in the chemistry of the Gila
Normally a highsodiumchloridewaterin Arizona occasionallyhe concentrationf bicarbonate
temporarilyexceeds that of chlorid®ut that way, iloes not sound like @articularly
momentous evat but changes in twof themajor ions ardound to be significanThe
distinctivepattern of occurrence of thhenomenoims first placed in its environmental context
by comparisorwith patterns of flow and densityhen theramifications withinchemistryand
thermodynami@rocesseareexaminedo determine thsignificance for theystem as a whale

The material is technicalnd in high detaibut should present no difficulty for the general reader
familiar with basic chemistry and algebra. Indeed, some may find the topics too elementary, the
methods too unsophisticated. But a simple, broad strokes study of patterns and relations can
sometimes iye a better understanding of general system function than can naquavititative

work. The precision of the analysssappropriate to the subject, not exdieg the state of the art

of environmentascience. In particular, researchers in the applbezhses, often faced with

coming to conclusions irpge of large data gaps and havittgusetogethemumbers of widely
varying sensitivity, precision, and accuracy, should find the detailecadatgsis useful

The analyital methods used alienited to equilibrium chemistry andescriptive statistics with a
focus on fundamntal quantitiesespecially volume, entropy, and tinfdne source of

information is public records water quality, climate, and river flow data available on the internet
or by requestThesource datahoughgenerallyof very high quality wasoriginally compiledto
answe questions quite different frothose being asked hefEhe analytical approach

develged highly detailedn placego highly generain others, isan attenpt to find the best
oviewsoof available informatiorto answer questions abdundamentakystemfunctions

The study is presented as the narrative of a search for patterns and relations)yatitow
presentation of an investigative process. The gaalto generate as many views of the system

as possible and use the essence of as many of these as possible to create the final picture.
Arguments take as little as possible for granted and explicit procedural detail helps the reader in
the critical evalation of conclusions. A number of false starts and aeat$, inevitable in any
investigation, are included. Deducing why t

h e



all evidence that supports the final picture. This study is not, howeverpad&xh logic or

anything else for that matter. It is, instead

look at a fascinating river in a new and different way.

There are descriptive passages, graphs, and tables of values for those gustagbking
information. Butreaders shoullde awardhatparts of thiswork aré e x p e r iTheeugetofa | . 6
statistical process and laboratory analytical control terms and methods wamsyst under

0 ¢ 0 nis apenltodquestioButthe assumption here is trahormal distributiorof data means

60r e pr o diaeithebcontext only the naturea n d me ani n diffost Thesearch | | er s 6

for patterrsis primarily done with graphs some of which manipulate jamthposedatacurves

of quitedifferent derivations and/or magnitud&articularlyaggressive examplese labelled

A A s &tacgjearly distinguish them from more straifprward depictionsSeveral novel
analytical approaches aatsoused to bridge data gaps and eottias much useful information as
possible. Thesexamples of radellingsometimedesthow far readily available data can be
pushel to yield informationSupporting argument and evidenc@iiesented but it is ultimately
up to thereader to decide twhatdegree to accept modelling results

More than ten years were spent finding new and inttagesubjects of inquiryn this dataset
Following each new path to see what might develop became a bit basston which may
explain whythe organization is sosimes somewhat chaotiglost of the text was writtewhile

the discovery process wasll going on andhe final product allowed to fall together as the chips
might fall. But, whatever the quiy of the presentation, this study was a joy to worklbwas
doneontheaut hor 6 s own, wiptbhcatiolist in mindlt exisgs bexauske, n o
once startedhe process of analysisne thingeadingto anotheyrcreatedever new vistas
beckoning with promiselt is hoped thathe thrill of discovey experienced in the creatiai

this workwill somehow, depitet h e  wshortdoiisgsbe passed on to the reader.

One fault in particularmay be particularly disconcerting to some readensoccasiomitty-

gritty detal is followed rapidly by sweeping genelity. Thewide scope of the workhowever,
causeghetermsand patterngvestigatedo resonate with one another acressy different time

and spatial frames and at different levaé¥4aking connections ovesuch wde ranges can be

dangerous butothstimulateghe need for corroboraticand fuels the imagination to continue

the processThe reader who perseveregiisgennota limited set of statipergectivesbutrather
aprocedurdo continue on hisowthee x pl or ati on into the riveros
their meaning.

As a repository of information on the GRaver, the studys finished.The originaland derived
data, included in aappendix, serve both akecls on the workdoneandaspotental sourcefor
further researciMuch more information was generated than coulskpay be fully evaluated
by a singlepersonand many areas negdantification It is hoped thathte pictureof basic
processeand their interrel@dons presented hre will stimulate further investigatiods to how
the GilaRiverhas beemsosuccessfuin its strugglea survive in the arid southwefsir so long
this study is just deginning andhere remains much to be learned

Dedicated tdr. G.K.Vemulapalli
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The Gila Riverof thesouthwestern United Statgmrtway on itsjourney fromNew Mexico
acrost ent r al Sdénoranzesenta jbirsthe Coloradat Yuma flows into the Saffod
Valley as it has for eonsow -- anew river completely transformed.He changés so sudden
and dramatit¢hat it captured the attention OSGS researcheia themid-1900s. They noted
therise inlevels of sodiun{Na) andchlorideion (Cl) and were able to pinpoint the source as
one of thanajor tributarieof the Gilg the San Franciscafter it has passedlifton Hot

Springs?

What has not been noted previouslyhatthis dramatic event at thiparticularpoint in the river
or rather itsinverse has arechoin time.Once or twice gearon the Gila at Saffordhe
concentratiorof chloride(Cl) falls andis temporariy excee@édby that ofbicarbonate ion
(HCOJ with sodum (Na) and calaum (Ca) following their lead respectivelyrhere is, for a
while anywayamore or less complete inversiohthe usualpositions offour of the six major
ions This event may be seenageversionto anearlier timein the riveis history. More
significantly, it createsa situatiorto which the river responds im archestratederies of events
that determine itshangingcharacteristicéor theimmediate short ternfuture

The term inversioms used here in a new sense and hasmgptb dowith its traditionaluse in
thermodynamic$ They are only related in sharing the basicmeani of t he word o6i n
turningupsidedownor, more generally, a change of order, position, or direction to its opposite.
But the inversions more tharjustarandomchange in directionf a system procesH is the

signal of aradicaltransformation othesystem one that pushebker i v findd@mentapattern

of respons¢o its environmento a new levelOnly when put into the contexté¢fh e r i ver 6s
everydaypatterns of behavias it possible taunderstand th&ull impactof the inversion on the

system.

Inversionanalysis ioperationallywery simple. It consists of labeling samgpley whether the

sample datshows an inversior( ¢ i (HGO8>CI) or not( 6 ni onr{CIHCO3) or, for sample
differencesby the difference imversionstatusfrom the previous sample.g. norinv to inv,

inv to inv, ety. Thelabeled samples are analyz#tensorted and averagdyy inversion status.

This simpleprocedure was usexver and over agaiior everything froncharacterizinggeneral

flow and density processes to investigatimg intricacies o matrix shift.The fact that the
patterns produced so often d&etaekrethesneersisne 6 sugge
process and some very fundamental system function(s).

In terms of amounts, the inversion is a change in a tiny portion of the river water. The six major

ions represent about 93% of the dissolved solids but the dissolved solidbale aepresent

only about 0.03% of river water. The river wa
dissolved gases, and solvent, is roughly 99.9% solvent, i.e. H20. (There is also a variable

amount of suspended solids and organic matter whichoareonsidered part of but rather are

added to the (dissolved) 6ésolutiond to make t

The dissolved solids portion is, however, a o0
(whole) water system. Its makeumdae deduced in a parts and the whole differentiation scheme



(speciation). And it has an inordinate effect, far out of proportion to the amount of material it
represents, on the properties of the river water solution as a whole. Water itself (i.e. B20) is
neutr al mol ecul e with a conductance near zero
have a conductance of 1 or 2 to several thousand uS/cm. The property of conductance is entirely

a result of a subgroup of the dissolved solids group beingetapeciedndeed, it is thedct

that the charged species are a complete subsystem, exactly b&a¥#cptlis50% minus to

maintain electraneutrality, which makes speciation possible.

The inversion can initially be described in terms of the numbepattern of incidents in time.

Of the 161 samples from the Arizona Department of Environmental Quality (ADEQ) Surface
Water Quality Database used in this study, 53
(6i nstantaneous 06) erpdsmmfpnveesiorachnfba fromfwo ® kive grabd e d p
samples or 28 to 208 days long. It is not certain, however, that the inversion actually lasts over

the duration of these extended periods.

Over the entire thirty seven year span of the study, of which ywemé had data, five years had
inversion twice per year, one in winter, one in summer, and seventeen had one inversion per year
(11 winter and 6 summer). Looked at on a yearly basis, then, three quarters of the years (22/29)
had one or more inversionshdse results are obtained by converting extended periods into

single events and adjusting seasons to years where there was overlap. While fairly common on a
sample by sample basis, the year to year grouping suggests that inversion is a regular part of the
seasonal cycle of events.

Knowingwh at an i ok 2 rlsii dfferéntretbads is fundamental to the analysis

Major ion concentration inversionmme di at el y st ands out as somet |
guality charts.It represents breakin the steady positioof the ions before and aftdihe

following time-seriesgraph showshe summer 1977 inversianf 6 gr ab é (6i nst ant a
samplesn terms ofa surrogatedr concentration, the major iammarge %50% cation, 50%

anion)

charge % major ions vs tim&ila at Safford(grabs)
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The hallmark of the inversion is that bicarbonate and chloride ion lines cross and bicarbonate
becomes greater than chlorid@&lcium and sodium do nasuallyc o mp | et elthgy 60i nvert



follow their preferred anion, bacbonate and chloride respectively, but theraastoftenno
crossing of line$ that is, calciunremains lower than sodiunMagnesium (Mg) and sulfate
(SO4) remaimrelativelylow andconsant as if they wanted nothing to dath the matter.

Thei nversion is not al ways asabove Wessinlthggraph 6t ur ni 1
below,the same period in terms thie majorion concentratioathemselvesit should be noted,

in passing, that these are not grab sample analytical concentrations, thiegcaee

concent r adalcub h 8 d Gabtifiteeddeterminetly the USGS speciation program,

WATEQA4F. 2

major ion soncentration vs timeGila at Safford(grabs)
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Thisgr aph does not | o alatallbeckusall conceriratisns agoingbi nver si

down.But the essential requirement for inversion is that bicarbonate and chloride lines cross and
that bicarbonate ends up higher than chloride and that is the casBibareonate and chloride

lines going in opposite directions is the visual clue ligpedrevealit initially but not a

necessary part of inversion.

The graph below, which st aninversionin early 1979alsohas a diffeent look This
exterdedinversionstretcles out over roughly six monthswith lines crossingisible only at the
end (thenversion began in late 19787Iso shown in this graph is thaicarbonate and chloride
can sometimemake promounceddipsdtowards each othgas they do her@ August But their
linesd o rcids andbicarbonate is at no time higher than chlordie h e s e aréndti p s 6
considered O0inversions.



charge % major ions vs tim&ila at Safford(grabs)
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Analyzinginversions with gralps depends a lot on how the graphs constructed. As an

example, it is very hard to tell from the above graphs but magnesium (Mg) is following the

pattern of the other ions fairly closely whereas sulfate (SO4), which is tracking so closely with

Mg that they overlap, is notlaybe a diffe ent oO6vi ewd of the data wil/l

The table below carries the same informatiofigare 1, the charge % of the major ions over

the year 1977. This new view is a matrix of correlation coefficients which reflect the extent to
whichanytwo parametersa@mo vi ng i n st e(adiréctrelalidnm-1Gh oser t o
inverse relationjhe coefficient, the more dely in step the parameters arbe patterns of the

graphs are converted to numengtations on the matrix.

intracorrelations charge % major ions 1977 - Gila at Safford(grabs)

Ca Mg Na Cl S04 HCO
Ca 1.00 0.76 -0.97 -0.86 0.13 0.87
Mg 0.76 1.00 -0.81 -0.66 0.20 0.73
Na -0.97 -0.81 1.00 0.91 -0.14 -0.84
Cl -0.86 -0.66 0.91 1.00 -0.25 -0.96
S04 0.13 0.20 -0.14 -0.25 1.00 0.47
HCO3 0.87 0.72 -0.89 -0.96 0.42 1.0d

Sample pair count: 1@ll ions)
Tablel

For arodgirretiraga i on 6 ma twherexhe solumrhandarav héatees ara the v e
same, the upper right corner of the matrix is a mirror of the lower left and the values of the
determinant are all 1 (identitiesin orderthat relationshipsf meaningful (nordeterminant)
valuescan be grasped quicklgpefficients of > 0.0 or <-0.90 are colored magenta and those
between (+) 0.75 and 0.89 ateght blue



A correlation matrix is &&ss immediately graspable pice of the relations between parameters
than a graph but it has several distinct advantages. The first is that it quantifies the extent of
rel ation, r epl aparamgteraaredmowng togetimegtépwith b mutmbet h

This number can beompared tathers forming a scale with which even parameters of widely
differing magnitudes can be evaluatélthe seconds that correlationgan conveniently be used
over varying time periods. This glity is particularly helpful witHonger time spans whose time
series graphs would appearaasunintelligible bluof points. The table below covers the major
ion chage percenintra-correlations over the entire time spzfrthe studyi this will be thetime
frame defaulfor correlation matrices unless otherwise specified.

lintra-correlations charge % major ions -- Gila at Safford(grabs)

Ca Mg Na Cl HCO3 S04
Ca 1.00 0.86 -0.77 -0.78 0.71 0.1
Mg 0.86 1.00 -0.77 -0.77 0.79 0.34
Na -0.77 -0.77 1.00 0.92 -0.9( -0.39
Cl -0.78 -0.77 0.92 1.00 -0.91 -0.35
HCO3 0.77 0.75 -0.90 -0.97 1.0d 0.29
S04 0.11 0.34 -0.33 -0.35 0.29 1.0d

sample pair counts

charg% Ca Mg Na Cl HCO3 SO4
Ca 161 161 161 161 161 161
Mg 161 161 161 161 161 161
Na 161 161 161 161 161 161
Cl 161 161 161 161 161 161
HCO3 161 161 161 161 161 161
SO4 161 161 161 161 161 161
Table2

Or Asampl el6lpga)ior count :

This correlationtablecorfirms that what is seen lookiraj individual annual graphs really does

apply across all dataélere itcanbe verifiedthat Na &Cl as well as HCO3 & Cl, the essential

relations of the inversion, are highly correlated to each other, the former pair positively and the
latter inversely. SO4, which does not have any high correfation may be t eriitmed an
terms of charge%nd ishighlighted by a separate border

Onefull set of samplg@air counts for the correlation coefficiembstrix aboveis also shown. It
is entirely possible that there may berngly of dates with data for one or the otbktwo
parameters but few degt with datdor both Low sample pair cous can leado high
correlations by chance. M 2 sample pairs (4 values, 2 of each type) the result is alwvays



correlatonof +#/1,an apparent perfect correlation, whi

more pairs are examined. The sample pair counts were alwags a check otorrelation
programresultsbut are not usually sk heresince most matricdsave a full set of sample
pairs (161 or 160 for sample differences).

As an example of why sample pair counts are important, note that the high inverse correlation
between Na and Ca seen in 1977 does not hold up when more data Isiaseglaced by a

higher correlation betves Ca & Mg than seen the 1977matrix. The low number of samples,
whichwould beimmediatelyapparent on a grapis hidden on a correlation matmythout any
sample pair counts.HE 1977 matridhas as notecdbove a sample pair count of only 12.

Running dfferent analysis quantitiesf the major iongsesutsin different correlation matrix
patterns.The matrix below shows the intcarrelation otthe major ion concentrations
themselvesver the entire time span of the study

[intra-correlation concentration major ions - Gila at Safford(grabs)

Ca Mg Na Cl S04 HCO
Ca 1.00 0.95 0.88 0.88 0.83 0.34
Mg 0.95 1.00 0.93 0.93 0.92 0.14
Na 0.88 0.93 1.00 1.00 0.94 0.24
Cl 0.88 0.93 1.00 1.00 0.95 0.19
SO4 0.83 0.92 0.96 0.95 1.00 0.17
HCO3 0.30 0.16 0.22 0.18 0.17 1.00

Table3

Here allthe ions are seen to be highly positively correlated to each other with the exception of
HCO3 which is the outsat. This matrix provides the same informatastigure 2andleads to
the same conclusion but has more weighnhtthe graph due to the higher sample count.

Not all analyzeshow high intracorrelation, witness the mole fraction (% amount).

intracorrelation mole fraction major ions - Gila at Safford(grabs)

Ca Mg Na Cl SO4  HCO
Ca 1.00 0.92 -0.35 -0.38 -0.02 0.36
Mg 0.92 1.00 -0.46 -0.49 0.10 0.44
Na -0.35 -0.46 1.00 0.94 0.20 -0.66
Cl -0.38 -0.49 0.94 1.00 0.07 -0.80
S04 -0.02 0.10 0.20 0.07 1.00 0.1d
HCO3 0.36 0.44 -0.66 -0.80 0.10 1.0d

Table4

c



This matrix shows littleorrelation amonghe major ions as a whole and therefore 6 out si der
is apparent. It doesiowever, includéhe major relations at the heart of inversion: the affinity of

Na & Cl (+/), the inverse relation between HCO3 and-€),(and the affinity of Ca & Mg

(+/+). These are the O6polesd within which the inve

With a large mmber of matricesovering different analyzethere is a need for methods of

summing the results. One technique is to calculate the percent of a perfect absolute matrix (that
is, all ones). This calculation divides the sum of absolute values of thecieoes by the perfect
absolute matrix surand can be used on subsets of the matrix as well as the whole. For the
above matrices, the charge % matrix is 0.65 for the whole matrix, 0.83 without the outsider SO4,
the concentration mia is 0.69, 0.92vithout HCO3 and themolefraction is 0.42 (no
6outsidero6).

With the percent of a peidematrix calculation, the intreorrelation of the major ions can be

compared across a variety of analysis quantities. In tie babow the analysare lined up

from 6si mplestd to more o6complexd and alternat.
using the same color formatting as the individualalatron matrices, are as follew

percent of perfect matrix - major ions -

Gila at Safford(grabs)
analysis total outsider w/o otsd
amount 0.83 Cl 0.90
Yoamount(n 0.42 none
mass 0.83 Cl 0.90
%omass 0.68 HCO3 0.92
volume 0.82 Cl 0.90
%vol 0.67 HCO3 0.91
conc 0.69 HCO3 0.93
%conc 0.68 HCO3 0.94
activity 0.65 HCO3 0.92
Yoactivity 0.62 HCO3 0.85
mols e 0.83 S04 0.90
ionicity 0.83 Cl 0.90
charg% 0.65 SO4 0.83

Table5 (back)

Thusthe major ions are highly intreorrelated across a wide spectrum of relatedvimre or less

distinct analyzesot all of which are simply surrogates for concentrafidre fact thathis

pattern persists over the entin@e span of the studgrovidest he Obackgroundd pat
makes the O0inversiond stand out when it occur



patternof relative positions buis revealed by the correlationabbysis,does not violate the
positive and imerserelations amng the individual ionslt is a change in relative position only,
not a change in correlation (e.g. as from 06in

Relatiors can always be improvédy r emovi ng wh aandcorelatiordases not ag
when an 0o0ut sThefisstrfedv graphs shosvithe certrel role of HCOS in the

inversion so it iIs not surprising to see it a
of the mole fraction (% amount) makes it the
relative anount, seems particulg pertinent to inversion. Ae suspicion may arise that the

6outsiderd may be what is causing the other p

correlation only reveals that a number of parameters are moving iwighegne another. It
gives no cluas towhether thecause ione of the paramets,somethingoutside the correlatn,
or entirely coincidental.

The % perfect matrix approach summarizes matrices at the expense of a lot of information so it
is probably wethwhile to summarize the main individual correlations potentially involved in the
inversion.

[intra-correlation coefficients - major ions -
Gila at Safford(grabs)
analysis Ca&Mg Na&Cl Ca&HCO3 HCO3&(
amount 0.99 0.88 0.87 0.67
Yamount(n 0.92 0.94 0.36 -0.80
|mass 0.99 0.88 0.87 0.67
%omass 0.95 1.00 0.30 0.18
volume 0.99 -0.82 -0.87 0.87
Yovol 0.95 -0.94 -0.87 0.14
conc 0.95 1.00 0.30 0.1§
%conc 0.95 1.00 0.30 0.19
activity 0.92 1.00 0.30 0.13
Yoactivity 0.92 1.00 0.30 0.13
mols e 0.92 -0.88 -0.87 0.67
ionicity 0.99 0.93 0.87 0.67
charg% 0.86 0.92 0.77 -0.97%
Table6

The most consistent relation is, interestingly enough, the high positive correlation between Ca &
Mg. Next are the relations between cations and thefepged anions, Na&Cl and Ca&HCO3,

both of whichbecome inversander volume, % volume, and molesas expected for +pairs.

The HCO3 & ClI correlation, the essence of inversion, is high and inverse for % amoist (
fraction) and charge % but high and positive for volume.



As yet anotheway ofviewing the inversiona differenttype ofgraph plots major ion data vs
some other, single, analysisiere flow will be randomly selecteBelow is a view of major ion

amouns in 197 Awith respect to flow. The first (left) is all the data for 1977, the second (r&ght)
the lower quadrant, the low % charge & low flpartion of the first.

amount major ions 1977 vs flowGila at Safford(grabs) amount major ions 1977 vs flonGila at Safford(grabs)
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These graphs clearly have low sample counts (12) but do show the same patterns as seen when
all available data is used (top row beloia & Cl amouns havea logaithmic look, so the third

graph (bottonrow left) plots the natural log of flow vs the natural log of major ion amounts.
Converting to logs makes all the relations linear but has the distressing effect of creating one set
of negative flow and negative amounts which are not physically realizablatmpsaRinally,

going back to timeseries graphinghe fourth graph (bottomow right) shows how flow and
amount play out in time for theegr 1977

amounts major ions vs instantaneous fle@ila at Safford(grabs)

amounts major ions vs instantaneous fleila at Safford(grabs)
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In amounts major ions vs In instantaneous floGila at amount major ions and flow 1977 vs tim&ila at Safford(grabs)
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Figures 69

The time series graph shows a particular aasenich amount appears to be related to flow, but
tells us nothing about any other caske Bingle analysis graphs take the data out of its
chranological time frame entirel\ghows that the relatnship is true across all casasd allows
focus on flomdependent relation$hey present the same information as the time series graphs
but with a different view at a different level of analysis.

Sayingmajor ion inversion appears to fow relatedis another way of sayinthat the two

seenmto behighly correlatedThe high degree of correlation can m@redirectly evauatedwith

acorrelation matrixn ot aft odirret md i ond ma,buta nx dGfarttreded arha joor
that rdates them tdulk analyze®f thegrabsample The following matrixshows major ion

amounts (moles) vs the bulk sample and environmental pararoktkesgrab samples they

come from

correlations amount major ions with bulk sample and environLental paralLeters
Gila at Safford (grabs)

values Ca Mg Na Cl S04 HCO3 HCO3-(
teLp-grab/K -0.25 -0.27 -0.38 -0.37 -0.35 -0.30 -0.2§
press-grab/ -0.18 -0.19 -0.23 -0.19 -0.21 -0.19 -0.17
flow-grab/ct 0.86 0.91 0.87 0.57 0.94 0.97 0.99
dens(TSP)- 0.19 0.21 0.30 0.29 0.28 0.24 0.20
conductivity -0.31 -0.31 -0.41 -0.44 -0.33 -0.31 -0.25
ionicity soln -0.30 -0.31 -0.44 -0.45 -0.37 -0.35 -0.29
pH/SU -0.20 -0.22 -0.19 -0.13 -0.23 -0.20 -0.2d
totalk/(kg/L -0.59 -0.60 -0.59 -0.44 -0.60 -0.57 -0.55
D.O./(kg/L) 0.00 0.02 0.11 0.14 0.10 0.06 0.03
Eh H20-02 0.29 0.32 0.44 0.41 0.41 0.35 0.29
TDS/(kg/L) -0.34 -0.34 -0.43 -0.44 -0.36 -0.35 -0.29
TSS/(kg/L) 0.17 0.16 0.12 0.02 0.11 0.15 0.17%

(sample pair counts, TSS:117, Eh:133, all other:161)
Table7



Unlike an intracorrehtion matrix, the above matnixith different row and column headdras
no determinant of identities and there is no replication of reseléeh coefficient is anique

major ion/analysis paiSample differences were evaluated but the color pattern result is the

same as that of siight values. Exponentials wessorun but produced no high correlations.

These are therefore not shown.

The percent amounts of the majjons, howeverbring out different relations when run against

the sample bulk and environmental analysis parameters

Gila at Safford (grabs)
values %Ca %Lg %Na
teLp-grab/K 0.24 0.17 0.25
press-grab/ 0.11 0.07 0.07
flow-grab/ct -0.33 -0.24 -0.28
dens(TSP)- -0.07 0.01 -0.07
conductivity 0.68 0.70 0.76
ionicity soln 0.93 0.96 0.99
pH/SU 0.05 -0.03 0.00
totalk/(kg/L 0.32 0.19 0.26
D.O./(kg/L) -0.06 -0.03 -0.07
Eh H20-02 -0.20 -0.10 -0.18
TDS/(kg/L) 0.89 0.94 0.99
TSS/(kg/L) -0.23 -0.27 -0.27

%Cl
0.27
0.06

-0.27
-0.09
0.76
0.99
-0.01
0.23
-0.09
-0.19
0.99
-0.27

%S04

0.17
0.09
-0.26
0.00
0.73
0.96
-0.02
0.20
0.00
-0.12
0.96
-0.28

correlations % amount major ions with bulk sample and environLental paraleters

%HCO3 %HCOS3-

-0.06
0.17
-0.55
0.10
0.25
0.24
0.24
0.92
0.26
-0.05
0.23
-0.26

-0.28
-0.09
0.22
0.1d
-0.75
-0.99
0.03
-0.14
0.17
0.19
-0.99

0.23

(Sample pair counts same as above)

Table8

The % amounts ameot highly corréated to flow, instead theyaceor r el at e d
parameters such asnductivity,i oni ¢ st r e n galkhlinity,arrd T@SWhile thisis t y 0 )
an 6cateelationd matri x,
make the coglation to the bulk quantitidsi.e., they are all chargespecies

t

t o

mor e

s t Himtraien)that | ar

Running logarithms on the valu@selow), yields a color pattern that pretty much combitinegt

of the vale and percent matrices aboveh e

us e

of

a

var.i

ety

of

di

data is a particularly useful technique for uncovering patterns and relations and will be done

repeatedlythroughout the study.
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ffe



correlations In amount major ions with In bulk sample and environLental paral
Gila at Safford (grabs)

In Ca InLg In Na InCl InSO4 InHCO
In-temp-grab/K -0.44 -0.46 -0.45 -0.41 -0.48 -0.46
In-press-grab/atm -0.16 -0.17 -0.16 -0.13 -0.15 -0.14
In-flow-grab/cfs 0.98 0.98 0.97 0.87 0.97 0.99
In-dens(TSP)-grab/(kg/L) 0.32 0.33 0.31 0.27 0.35 0.33
In-conductivity/(uS/cL) -0.91 -0.92 -0.87 -0.76 -0.89 -0.97
In-ionicity soln/# -0.88 -0.88 -0.86 -0.75 -0.89 -0.99
In-pH/SU -0.16 -0.18 -0.11 -0.03 -0.17 -0.17%
In-totalk/(kg/L as CaCO3) -0.55 -0.58 -0.47 -0.33 -0.56 -0.49
In-D.O./(kg/L) 0.18 0.19 0.22 0.23 0.24 0.2¢
In-Eh H20-0O2/volts 0.46 0.48 0.44 0.35 0.50 0.44
In-TDS/(kg/L) -0.90 -0.91 -0.85 -0.73 -0.88 -0.93
In-TSS/(kg/L) 0.50 0.48 0.46 0.33 0.45 0.54

(Sample pair counts same as above)
Table9

The intracorrelations othe major iongrows out of their intecorrelations to flow. This picture
is particularly easy to see in thase ofamounts which are usualppsitively correlated tflow
and it follows that the ions aedl positively correlated to eachher as well. But how, then, can
major ion intercorrelationssometimes be inver8erhe answer is, of course, that different
analysis quantities have differterelations to flow.

Concentration as opposed to amourg,usually inversely relatetb flow. The following are the
correlations between major ion concentrations, calculated from activity, and the field and lab
analysis parameters.



correlations concentration (mol/ kg calc from activity) major ions with bulk sample and
environLental analyzes - Gila at Safford(grabs)

Ca Mg Na Cl SO4 HCO3 HCO3-(

teLp-grab/K 0.24 0.17 0.25 0.27 0.17 -0.06 -0.28
press-grab/atL 0.11 0.07 0.07 0.06 0.09 0.17 -0.05
flow-grab/cfs -0.33 -0.24 -0.28 -0.27 -0.26 -0.55 0.22
|dens(TSP)-grab/(kg/L) -0.07 0.01 -0.07 -0.09 0.01 0.10 0.1d
conductivity/(uS/cL) 0.69 0.70 0.76 0.76 0.73 0.25 -0.75
ionicity soln/# 0.93 0.96 0.99 0.99 0.96 0.24 -0.94
pH/SU 0.05 -0.03 0.00 -0.01 -0.02 0.24 0.03
totalk/(kg/L as CaCO3) 0.32 0.19 0.25 0.23 0.20 0.92 -0.14
D.O./(kg/L) -0.06 -0.03 -0.07 -0.09 0.00 0.26 0.12
Eh H20-02/volts -0.20 -0.10 -0.18 -0.19 -0.12 -0.05 0.19
TDS/(kg/L) 0.89 0.94 0.99 0.99 0.96 0.23 -0.94
TSS/(kg/L) -0.23 -0.27 -0.27 -0.27 -0.28 -0.26 0.23
In Ca InLg In Na In CI InSO4 In HCO3 In HCO3-

In-temp-grab/K 0.28 0.21 0.36 0.38 0.22 -0.02 0.34
In-press-grab/atm 0.18 0.15 0.18 0.18 0.18 0.19 -0.09
In-flow-grab/cfs -0.84 -0.82 -0.96 -0.95 -0.86 -0.53 -0.51
In-dens(TSP)-grab/(kg/L) -0.16 -0.08 -0.24 -0.27 -0.10 0.07 -0.2§
In-conductivity/(uS/cL) 0.82 0.77 0.94 0.93 0.84 0.58 0.44
In-ionicity soln/# 0.95 0.92 0.97 0.95 0.87 0.58 0.53
In-pH/SU 0.24 0.18 0.27 0.27 0.19 0.25 0.05
In-totalk/(kg/L as CaCO3) 0.61 0.50 0.68 0.69 0.55 0.95 0.09
In-D.0./(kg/L) -0.03 0.02 -0.06 -0.08 0.06 0.23 -0.17
In-Eh H20-0O2/volts -0.36 -0.27 -0.45 -0.47 -0.30 -0.08 -0.34
In-TDS/(kg/L) 0.90 0.87 0.98 0.97 0.89 0.57 0.53
In-TSS/(kg/L) -0.53 -0.60 -0.59 -0.59 -0.61 -0.30 -0.34

Table10

Here thepercentproduce the same patteas the straight vaesand are not showirlow is not
highly correlated but rather has a low negative correlation and only reappears as a high
correlation when logs are takePut in graphical form these results plot akofwvs:
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Notice that in the last graph, the trgee r i es vi ew, fl ow was O6scal

100. Without this scaling, flow would have filled up the entire graph and the major ion
concentrations would have reducedta@ight lines acroghe bottom of the graph, makiitg
impossible to see the relation between the two.

The

6di stressingbd

aspects of

anal ysi s

wi t h

While negative concentrations are not physicpligsble, this outcome is just result of the fact
that the relation between floand concentration is invers&/hat is important is that the

underlying relationship, the shape of the data, is sometimes not linear but logarithmic, as with ClI
concentration antlow.

It follows that low correlations can sometimes simply mean the correct relationship is not being
used. The problem heretleeu s e

of

an oO6out

function s, as far as iknown, exclusively linear.The true nature of the relation can often be
revealed by cmparing correlations and graplsccel graphs can produeevariety of trendines
(linear, logarithmic, exponential, polynomial2degree) and moving averagd)ich are
essentially orrdationsin the various views of the dati is eay try them all out and select the
one with the best fiMore sophisticated curve fitting pgyoams are, of course, available but éer

ed?®o

| o

ofstmeoboaldo fworck $



are some advantages to ussngple tools- more sophisticated programs nmag making
decisions the user is not aware of.

Another type of correlation used hereasitocorrelatiodwhich looks for patterns within a single
parameter over time. A simpd&im of the squarggogram was writteto calculate
autocorrelations. No accetie method to reduce the results to a numerical value was found so
the method remains part graphical, part numerical with neither part separately considered
conclusive.

To develop and teshe program @& s e a s 0 n a | (stp)was treafed The aumiscd

through 6 were assigned to grab sample dates based on month with 0 in Jun and 6 in Dec and 5
to 1 from Jan to May to form a peak in Dec and aeyath Jun(below left) The same

assignmenof numbers by month can be dameall the consecutiveates(no data gapas in the

grabg over the time span of the study to yield a stronger, more consistent Sigloay (ight).

autocorrelation- seasonal test pattern grab dategila at safford autocorrelation- seasonal test pattern 1978011

0.72

oo 0.72
0.52
0.32 Sum(k)/Sum(sqrs)
0.12 0

-0.08 0

0.32
Sum(k)/Sum(sqrs)

0.12 0

coefficient

-0.08 100 200 118001+ 400500 +1.96/Sar(count)
+1.96/Sgr(count) 100 |11200//44800134¥400 500 -1.96/Sqr(count)

-0.28 -0.28 +1.96/Sqr(count)
-0.48 -0.48

coefficient

-0.68 -0.68

Figurel4 Figurel5

autocorrelation statistics - seasonal test pattern
% at 6&126 at 12 FE M € H K voari NJ

grab sample dates 0.8571 0.8451 0.3041 428
all dates 1976-2011 0.8947 0.8831 0.2734 462

Tablell

The defining features of high auto corirel ati o
decreasing amplitude with increasing lag ttmheombined with maximums or minimums at

regular intervals. The numbers below the graphs abowbemercenof peaksor mins or

maxs at months 6 ari®, ditto for 12 only, the sumy2/sumsqrs, and thgrocess (not original)
samplecounts.Note that the grabs (161 original samples) have roughly the gashprocessing

sampl e count (18500 darnhles). dhe hutocodedatioa gragram taesuilt in
averagingorocedurdo cover @ta gaps without which the grab samplesld not be run.



The hallmark of seasonal autocorrelatiohigh pecentmins or maxs at 6 and 12 months and
that is the number mokeavily relied on. Some parameteshow mins or maxin Dec. only
(relative humidity being one, possibly because it is so low in the montmefid Arizona that it
is difficult to accurately measure). The surkumsqrs is from the program and highly
regarded by statisticians but did not seem to yield consistent r@ufisituations concerning
because the sumx1ly2/sumsqgrthis basic output of the sum of the squares analysis while the
percents by month is an added feature. But here, as elsewder this work, the usefulness and
internal consistency of results outweighs the niceties of theoretitahiien (possibly at some

risk).

To illustrate some of the factors involved in autocorrelation, a couple manipulations are done on

the ful date sasonal test pattern (Figui®) and the results are shown on the graphs below.
Removing the test pattedatain the same 6.5 year period as the dgta in the grabs (9/80
3/87) reveals the beginnings of the undulating increasing and degeasplitdeseen in the
grab dates runAdding another factor onto the last run, dividing the test pattern numbers by
1000 from 1/1/1990 t&@2/31/1999, shows the result changing magnitudes can INsither
manipulation greatly changes the % peaks at 6 & 12.

autocorrelation- seasonal test pattern 1978011-data gap(9/80

0.72
0.52
0.32
0.12
-0.08 4
-0.28
-0.48
-0.68

coefficient

3/87) 3/87)- 90-99/1000

Sum(k)/Sum(sqrs)

0 0.12

coefficient

100/ |200%111800¢+::400 500 -1.96/Sqr(count) -0.08 g—{op ¢ 200454300 400 500
+1.96/Sqr(count) -0.28
-0.48
-0.68
lag lag
Figurel6 Figurel7

autocorrelation statistics - seasonal test pattern
% at 6&12% at 12  Exly2/1 sccount

1976-2011-(9/80-3/87) 0.8947 0.8831 0.2647 462
ditto + (1900-99)/1000 0.8421 0.8442 0.1612 462
Tablel2

autocorrelation- seasonal test pattern 1978011-data gap(9/80

Sum(k)/Sum(sqrs)
0

-1.96/Sqgr(count)
+1.96/Sqgr(count)

All highautocorrelations look pretty muchke, including thosef inversion dataso these will
not be shown until some further tools have been developed. Instead, a good eXdmgbl@uto
correlation usingeal world datas shown Indeed, densitynight well serve as test pattern itself
since itis known to be highly seasonal



autocorrelation- density/(kg/L)- gila at safford(dymn) autocorrelation- density/(kg/L)- gila at safford(grabs)

4.9E-04 4.9E-04

2.9E-04 2.9E-04
c Sum(k)/Sum(sqrs) =] Sum(k)/Sum(sqrs)
2 9.2E-05 2 9.2E-05
£ 0 £ 0
|7 [}
8 116049 100111200 [LIS800555F400 500 -1.96/Sqr(count) 8 .1.1E-040 100114200 © 300" 400 500 -1.96/Sqr(count)
+1.96/Sqr(count) +1.96/Sqgr(count)
-3.1E-04 -3.1E-04
-5.1E-04 -5.1E-04
lag lag
Figurel8 Figure 19

autocorrelation statistics - density - Safford
% at 6&126 at 12 EE M € H count

dymns 0.9211 0.9221 0.2825 462
grabs 0.8000 0.7465 0.3971 428
Tablel13

If the densityor seasonal test patteamtocorrelation is used as the standare. damped
oscillatorpattern of graph and roughly8 % max/min atmonths6 & 127 other parameters can
be run and compared to that.

These then are thmsic methods used to investigate the invergiore seriesysuallyannual)

graphs, correlation atrices (intraor inter), single analysigraphs and autocorrelations

Together they provide snapshot pictures of wh
analysis quantities, over various time periods, and under varying environmental cond@itens.
differentviews carnbeusefullycontrasted and compared to each other to overcomesprsiar

limitations inany particular single viewl.’he hope howeverjs thatcontrasing and comparing

views withdifferent temporal and spatial frames veilsolead tosome insights intbhow to

combinethe snapshots (stillgnd put theninto motionto create a mukiacettedpicture of the

system.

First, however, amallqualification.lt mightf ai r |l y be ar guveedr stihcantd ndag poer
largely on whichons ae consideretl 0 b e thaead] tlhrermosh significant criteria for

inclusion of samplelates in this study is thdte major ionsll beanalyzed and found to be

present. Thenajor ions can bdeterminedsimply bylining up the average activities afl the

parameters in the database from greatest to sm@dietv) H4SiO4 and Fe(OH)3 cant be

selected beause they are not ions and mmgally assumed mbably not relevant to an intran

phenomenon such as inversion. The choice of major icaathmsttedly somewhat arbitrary but



should not present any major difficulties in the analysis which will not, in any case, be limited to

them.

average parameter activityGila at Safford(grabs)
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0.0035
0.003
0.0025
0.002
0.0015
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Inversions were initially identified with graphs but soon a need for an gamies processing
friendly, method of sptting inversion datewas felt The analysis of inversion can benplified

by usi rpagrametedd tt ehsatt

I I " - . . -
M & L v > 0 < 0 0 >
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Figure20

theimgsgh dignifgcdnt ians for inversiomhetest

parameter is simply HCO3CI for any analys. If thequantity HCO3- Cl is positive the day is

an inversion dat

at differentiathg inversion from notnversion;HCO3/CI >1 is, howeverpccasionally usefil
The following tabé, which shows result only when HCO3CI > 0, shows a portion of the
inversion date deterimation worksheet covering ttsame aalyzes as used aboirethe same

e, 1 f not it isnod6t. (A

order but as columrather than rovihheaders.

number



Identify inversion dates HCO3-CI>0

Time/dateamount % amountmass %mass volume %volume conc %conc  activity %activity mol e ionicity  charge%

01/20/76 67 0.0023 0.0111 0.0004

02/20/76 17 6 2229 0.0079 0.9974 0.0035 0.0006 0.0011 0.0006 0.0010 17 17 6

03/15/76 379 0.0061 0.1158 0.0019

04/07/76 53 0.0047 0.0162 0.0014

05/10/76 114  0.0020

06/14/76

08/10/76

09/22/76

10/12/76

11/16/76 130 0.0041 0.0448 0.0014

12/14/76 82 0.0028 0.0284 0.0010

01/17/77 20 0.0005

02/16/77

03/14/77

04/14/77

06/15/77

07/19/77 91 0.0013

08/16/77 45 7 5011 0.0085 2.0280 0.0034 0.0008 0.0014 0.0007 0.0013 45 45 7

09/14/77 164 0.0032 0.0260 0.0005

10/19/77

11/17/77 154 0.0042 0.0561 0.0015

12/14/77

01/16/78 300 0.0055 0.1222 0.0022

02/06/78 583 0.0063 0.2470 0.0027

03/23/78 49 13 4079 0.0099 1.8179 0.0044 0.0012 0.0022 0.0011 0.0020 49 49 15

04/13/78 1 0 1384 0.0068 0.5444 0.0027 0.0000 0.0001 0.0000 0.0001 1 1 0
Tablel4

Comparing with graphs and viewitige entirgable reveals that trguantity HCO3- Cl is

positive across alinalysis quantitiesn inversion date@efined as (conc) HCGGI>0). Mass

and volume and their % counterparts show HEGB>0 on other dates as well but, on inversion
dates, HCO3s always higer than CI for these analyzas well Overall HCO3 mass is > CL
about 65% of the time and volume about 59% loatatways on the same days.

The test parametas an indicator of inversion only runs into one seeming problem

12/3/2008, KLO3 activity is higher than Cl activity but only mass and volume follow suit. A
quick check of the charge% graph indicates that HCO3 charge % is equal to Cl charge %. Th
test was purposefully madgreater thad(>) not&reater than or equal@@>=). A further

criterionto the inversion testan now be addedHCO3-Cl > Oover all selected analysis

g u a n t1i12/3/08 isn6tan inversion date.

comparison inversion with non-inversion data - Gila at Safford(grabs)

amount % amountmass %mass volume %volume conc %conc  activity %activity mol e ionicity  charge%
non-inv.  -7.31007 -13.2789 30.83396 -0.00429 -0.01461 -0.00296 -0.00327 -0.00588 -0.00282 -0.00508 -7.31007 -7.31007 -12.8631}
inversion 45.52975 9.455081 1966.841 0.006295 0.945848 0.002758 0.000851 0.001532 0.000793 0.001427 45.52975 45.52975 11.0774¢
12/03/08 490.5672 0.008057 0.210276 0.003454 1.2E-05 2.16E-05

Tablel5

In thetableabove, negative values mean Cl > HO@8ninversion) All averages, except mass
which cannot be negative, go from negatio positive betweeimversion andoninversion and
the differences are usually substantdd. ¢ ma gi ¢ 6 n yhoweeer, weréound. r at i

0S



The inversion parameter (HC&3) correlations with flow and densifgr the same analysis
guantities in the same order as above are shown in the table below. The partial molar volume, a
representative of,notimclkeidedisgadiecorrdlation hatrigebecauser t i e s
uniformly uninterestingi(e. low corrdations), is also shown.

correlations inversion test parameter with flow and
density - Gila at Safford(grabs)

analysis flow density

2 type 2 type
amount 0.95 lin -0.04 lin
%amount 0.84 log -0.13 lin
mass 0.96 lin 0.05 lin
%mass 0.61 log 0.20 lin
par mol vol 0.07 lin 0.97 lin
volume 0.96 lin 0.05 lin
%vol 0.82 log 0.25 lin
conc 0.71 log -0.18 lin
%conc 0.70 log 0.18 lin
activity 0.70 log 0.18 lin
Y%activity 0.71 log -0.18 lin
mols e- 0.95 lin 0.04 lin
ionicity 0.96 lin 0.04 lin
charg% 0.85 log -0.13 lin
charg% 0.35 lin

Tablel16 backback?

The s e ar e-comraation@among ionan or ar e -correlatipndwith butk sample
analyzesthey are direct correlations to inversion. With ih@ividual major ions the absolute
amount/mass/volume and charge were highly correlated but their percentowerdere, with

a surrogate fothe major ions specific to inversion, % amount, %volume, and %charge also show
high correlations with flow when logs are used. The partial molar volume appears as the only
analysis quantity low in relation to flow but highrelation with density. Itgnportance will be
examined more closely further on.

To get leyond merely idetifying inversion dates, it is necessary to put the lisie® into its
properenvironmentatontext andormulate how an individual inversion can or should be
analyzedInversion & major ions is not common in other Arizongers. The Coloraddriver at
Leebs Fhkowinvrsiahdadly frequently beforenajordam construction in the 1960s but
stopped entirely afterwards. AtelColorado at Morelas there was rising Cl in 2982and
concentrabn inversions with SO4nd HCO3The increased chloride in the Colorado did not, of
course, spontaneously appear from nowhere. What caused the chloride concentration to go up



was input tahe Colorado from one of its tributarieshe, at that point, very high chide Gila
at Dome Inversionis, at a first approximation at least,matter of opening and closiiguts to
the system from the enainment. It followghat tostudy inversiorit is necessary tbrst be able
to clearlydifferentiate thesystem from the environmeand then be familiar with the
environmental context, flow and density patterns, at any given time.

Unlike the case witlthe Cobrado,theinversioninputsfor the Gilaare notknownat this time
They will therefore have tbe deduced from their effects on the system as represenged by
6control vol ume. 6 itsEllaeomplatesystemoilsizesvaocbounugesares n ot
different fromthose ofthetruly completeriver system It isa subset of the system assuhe be
in 1:1 correspondenagith the system as a wholglore specifically it differs from the whole
river systemn absolute size anabsolute size related phenomdna is 1:1 for change in size
and nonsize dependemhenomenaWhen the control volume grathe assumptions thatit is
becauseheentire system has growklore preciselyall the control volumegubsetspf the
systemgrow sequentiallyover timefrom the point of input dowream until the pulse
dissipatesthe new naterial from the environment havitgcome part of theew, larger control
volumes

Thecomt r ol v ol ume i &oftle syStenectbsghedivepat theGsaniple gomt. All

of its dimensionsare more or less deformaldgcept one which is invarianiThe bottom and
sides(banks)and the atmosphere are real physical boundaries which usually change relatively
slowly in an established rivernder stablélow conditions. Work is done against and heat

exchanged across these bounddrigsarepresumably negligible in amouat any giverinstang
particularlyin contrast tdhat ofthe mass of water rushing downstreaiine upstreamral

downstream sides aeatirely hypotheticatonstructs thadre rigid and impermeable aagpear

and disappedn timelikelocksto | et t he n e xTheyareia tthaglieetof attibomr o u g h
butdo not move rathanagically appeang and disappearg instead so no work is dondo

heat is cosidered to pass fdrookkeepingreasons.

Curiously enough, the invariant dimensiom@t a spatial one btimei the contol volume is
the wedge of materidhat is created in one second of flow. The volumigers is therefore
equal to the flow in cfs with the appropriate conversion faabor multiplier (cf/sf28.317L/cf *
1seg. To fit theunspecified, generieolume to its shape at the sitee area of the wedge
calculatedrom the flow. Thisd g u e s s ¢ base@d dn élistantaneous areand
instantaneous flomneasuremerpairstakenat the sample sitey USGS from July of 1974 to
July of 2017 An equation is created (r"2:92) whichis used to generate areas from flows.
With the area, thiength can be calculatedd]ocity (or flow/area¥1sec).The velocityis
combined with the fagtlerived from the literaturehat the slope at the sampling point is about
9% to deduce thelropin elevationof the wedge (vel * 1 sec * tan(.002f)inally the mass is the
volume (L) times the density (kg/Lyhe control volume represents the whole system at a
specific time and placeéAll chemistryand thermodynamimeasurementsvhich are
dnstantaneoud 6 g)rmedsudrementas wel| refer tomaterial inthe (instantaneousjontrol
volume.
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The schematic above is tbel i t ecordardl Golurn@représentation dfigure t aseries of

one second snapshots of a sliver of material, average length roughly 0.03% of the Arizona
portion of the river, taken at intervals of 2.5 million seconds (1 month) apart. This view should
suffice to illustrate how daunting the task of using graimples to characterize the river as a
whole really isThe inversionas seen in this vievis the difference in iomhargepercent of the
three pie charts shownhigher HCO3 & Ca, lower Na & Cl on 8/16 compared with the opposite
on 3/14 & 12/14Unfortunatelyinversion analysis depends entirelytbe chemical analysis

done oPADEQ grab samples. Fortunately there is also ano#ievantdataset available for the
site, the USGS daily mean flows.

There are twanain,independent groupsf physical measurement data in this studiye
chemistry datdrom the ArizonaDepartment oEnvironmentalQugp(ADEQ) SurfaceWater
Quality Databas¢SWQD)andtheenvironmental data (flows ar"nperatums}atlyfrom
USGS, Univesity of Arizona(AZMet), Safford Regional Aport (SRA), andADEQ-SWQD.
Everything else is calculated from onetloe other of these two sourc@$ieproblems
encountered in correlational analysis of a large number of calculated values derived from a small
number of physial measurements are probably best leéxperts in statisticsSuffice it to say
that, here, the distinction between a physical phenomenon and its raatiaexpression is not
dwelt uponunlessit is apparent that some number is dhly result ofa mathematical
manipulation with no physical significan¢e.g. negative amounts or concentrations when
depicted in logarithmic form).

As pointed out earlier,re of tte criteria used for inclusion ofata in this study is that all the
major iors be presentFor other parametersach sample represents a different mix. In general,
the rumber of parameters analyzZeg ADEQ increasedver the years and most of the trace
metal data is from the last ten yeafgsenic, however, was always covered becauseott is



concern for the water qualipssessment of the Gila. For otepeces, like silicorand iron
coverage is sporadic because, with no applicable water quality standards, they were not always
analyzed.

Theesdpnc edr/ebsneonndhasiarious cawses and consequences. It is very difficult,
sometimes impossible, in a public records database, to know whether an analysis was run with

no detectable result or simply not run at all. With limited budgetstaiti not every analysis
canlerunon every s amipleefy questibnable resulsennst@lways feasiblé

related issués that values in a public records water qyalitd at abase arbe not al w
numbersTrace elements can sometimes be detected but at lowertlearelsan reliably be

guantified. In these cases, an MDL or PQL (minimum detection or practical quantitation limit)
value is assigned yuntelade; valuehZagnagatternd of tamd metdls pr o b a
can sometimes simply be artifacts as bens switch between real and assignaldes. Finally,

some numbers can lderived, at least in part, from calctitens done omndirectphysical

measurements bicarbonatecarbonateand hydroxidefrom alkalinity measurements one

example

Themoss gni fi cantprassrc®d dmonhowever, not anal
resulting from samplingchedule decisionSampling @ta gapsre a moe or lessserious
problemdependingobviously,on their length and frequency of occurremnceelation tothe

time length between regular samplindy.missing data point idaily sampling is less likely to be
a serious issuthan a missing data pointimonthly samplingThe samplingintervals between
thegrab samples this studyare not comietely random butitey are noéntirelyconsistent
either aad canrange from 1 day to 6.5 yeafver the entire period of coverage (1978011)
grab sample intervals averagjeout 80 days with a mode of 28 days for 6.5%mefsamples.
Less statisticadoundingout moreuseful there are five yealin whichsamplesvere taken
monthly (1976:80), followed bya 6.5 year gapafter which samples wetesuallytaken 3 or 4
times a year.The data in the early years, therefore, was relied uponlhéaget up the patterns
for inversionwhile that of later years was generally useth trends from the earligrears
assumed.

Theintervals between grab samples on the graphs are easily bridged by straight liheséut
imply a knowledgeof the intervakhat is not availabland can therefore be more or less
misleading To illustrate this poit) ADEQ instantaneous flow measuremetdagen at the same
time asthe @rakbsample for chemistryarecompared to USGS daily mean flows at the damp
siteover the year 1977
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The ADEQinstantaneoudata fairly closely approximates the overall shape of the &kily
meandata (r"2 =0.76) but shows smooth ant and descent around the lacgatralpeak that

are notsupported by the USGS daityeangdata Strictly speaking, averaged data cannot be used
to support instantaneousr vice versa: they are two different thindgdut what are the

implications of thadifference in terms of drawingpnclusion® The question is impossible to
answer beasse it depends omhat is being looked aln some cases, such as counting the
number of high flow seasons, the overall shape of the peskialysufficient In others, such

as wondering whethe@minversion exists over an entinggh flowperiod 1t 1 snodt

Despite these potential difficulticthe hopenereis that by comparing and coasting

instantaneous and daily meaaluesit will be possible to relatthe behavior of the cordl

volume tothat of the riveias a whole.Thistype of reasoning is usedl the ime when people
speakooselyof the chemistry o numbeof grab samplea s t hat a@adawhde€hedr i ver
assumptions that, as the number of grab samples increases, the différetwesen their average

and the daily meawill decrease.n practicethat is not always verified or even verifiab{@ne

of themain approaches diis sudywill be to look at daily mean® provideadé c o nore x t 6

Obri dge6 b enstanmmeoush@nastryi andurermodynamic valuaisthe control
volumewhichrelates them to the river as a whole

Here are some concretgamplesof why the distinction betweanstantaneougytab) anddaily
meanvaluesmatters Sometines the instantaneous and dailymdaat a ar e j u®nt not
12/18/19B thegrab(instantaneoudjow was 462 cfsthe daily mean 14,80€s. The chemistry

that day shows vaks of conductivityand TDS 601 uS/cm &426 mg/Lrespectively thatwould

normally beassociaté, givenother instantaneowata points, with a low flow nat highflow

sample.
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Looking more closelyat the USGS dataround12/18/78reveals thatlows on the lhree previous
days weretll ++ 11 cfswhile flows on the nekthree days were 40400-24920cfs.
Apparentlythe grabsamplewas taken early in the dalaterit began to rairand rained for the
rest of the day to such an extent as to skadlailyaverageo 14800.In thiscase, the grab
sampe is not representative af’eragdlow conditionsand, more importaht, the average does
not provide thecorrede c ont e xt 6 f o chentistryelo associabe the ehenmskryeof
that day with the daily mean flow would confuse flicture of the relation beeen flow and
concentratioras represented by TDS and conductivity

Not all example of this kind of problem are @sa sy t oa waeyW§Ol2@1978, the
instantaneous flowas 0.28 cfs. The daily meélow for that day, two days before, andaw
days after was 77 +B.4 cfs and a grab sample taken the next day was 7Bafa. rver whose
averagenstantaneouiow is 558 cfs and whosaveragdJSGSdaly meanflow is 571,70is
low but 0.28cfsis reallyjust a trickle.The conductivity and TD$7500/4682) however, do
indicateanextremely lowflow sample andhe \alues go dowtthe next day (130@62)to those
of a moderately lowlow sample.

The rule of thumb used here is that ith&antaneoushemistry and thermodynamic data are

always directly riatableto instantaneous flod f t he chemi stry doesnodt
the instardneous flow there ia problem somewhere, either in the chemistry or the flow
measuremerdr both Butif the (instantaneous)hemistry does not make sense when associated
with the daily mearflow there is not necessarily any problebaily meanflow may help

provide a context fonstantaneous chemistrytcannot be used to test it

Following this line ofreasoning somewhat furthéhere is (probably) nothing wrong wigither
the grab samplehemistriesor the daily meaflows of 9/20 or 12/18/1978Any water quality
dataset will, under close scrutifyave itdssues and these may or may have anyeffect on
conclusons Grab sample chemistri¢erewereput througha fairly rigorous set of tests that
included both mass and charge balancihg latter evaluad with seven differerdriteria(most
from Standard Method$)In fact the 161samples used here are out of 249 original $esnp



dating from 1965 to 20188 sampleglid not pass tests did not have a compleemnough set of
datato allow for charge balancingThe USGS speaiion progranused(WATEQ4F)added
another layer of testshoughthe fewodd resultghat did appeawvere merely notedince the
basic tests had bepassedThe USGS dily mean flows areigorously scrutinized and there
wasnot felt to be any need teck their validity.

Itisnotnecesaryt o 0t hr ow ohedadse graesuits asdidaily rhegn flovese not

in agreementIn hindsight, and in view of the constantly recurring problems it created, deleting
the 9/20/78 sample might noave been a bad idea. There are, howeeastain advantages to
keeping outliers around and not sweeping them under th@®rugccasiora few outliers were

left off graphs(and so notedor clarity of presentatiobut no data that passed the initial tests
was deleted.

The dichotomy between instantaneous and averaged data applies to any dataset that has a mix of
the two. But it isaparticularly important issue here because jtagalleled byan analogous

relation betweetwo characteristics dhe physical environmeiaif the region. The first is that

erratic local precipitation patterean lead taiver flowsbeng6 f | ashyd or changeahb
spatial and temporal scaledeteorolayists on the locatetwork newdike to point outthat

scatteredlocalized showerare the norm during the summer monsoons, particularly eark on
commonphenomenon in the aréaring the summdars t he s o c adalswwlden 6 mi cr ob
heavy downpour oveavery small areaA mainstay of nagjhborly conversation after a storm

how one house on the block got a O sledaekm ngd wh
60i nt er mi Had te be toinédltocaacédunt the fact that some riveflow only during

periods of high pecipitation. Others perenniakiversincludingthe Gila, will disappear into the

sandonly to reappear at the surface again further on downsttaahese types of situations

0 aver agaevérlagepleriods ®f time or areas of spa@not going to bevery meaningful

The only way to deal withthemwi t h  ( nu me r o u talen id Ignitea bnte ard/armp | e s
spatial frames

The flip side ofthe sometimes erratic lotflow patternss the secondharacteristicthe larger

weather patterns in the Sonoran desedenfral Arizona are overall,quite steady and

predictable. This fact was noted by the earli$SGS researchers witontrasédthefrontal

rainsof the winter that provide dight but steady soaking for large areas ovwelativelylong

periods of time, with the suddenlocalizedonset and flash flooding tfie convective storms of

summee This observation immediately rings true famyone who has lived in the area for any

length of time. Iti mme di at el y O nuableeas seaminglysuarélated phenmmena
associated with the differentiation of thesens. Most of theest of this study is, in effect, a

working out of thelirect and indirecimplications of thissweepingqualitative, buhonetheless

brilliant, charaterizaion. From the point ofiew of sampling, however, it suggests thedly

samples taken in the winter are taken under conditions where most of the upstream tributaries are
running, while summer grab samples have a tendency to include only a fetvibngalies.

Winter grabsamplesinstantaneous in terms of timayt hus t end t o be more 0
spatially and better represent the whole watergiaad summer sampled/hether this supposed
difference has any effect on conclusions will be explored later.



Themajor factors in quantifying the effects of the environment on the control volume are flow,
density, and concentratioA.brief overview of these wiljive afeelbr O6aver aged beha
provide a very gener al pi cture ofltisthérethaté st age o
thedichotomy between erratic locaéhavior angredictalle seasnal behaviors first seenThe

following graph shows the mdnly averages fomstantaneous and daily mean fow

monthly grab and daily mean flowGila at Safford
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Figure23 (back)

The February instantaneous value is nobbghigher than the daily meapgssibly a result of
the fact thaADEQ sampling isuinderstandably somewhaiased toward higfiow conditions
when exceedances of state water quality standards are most likely toAowathier noticeable
difference lies in the summaill periodin which the instantaneous data indicates high flow
monts (peakswhich is reflected in a less pronounced manner in the daily m@éatisonly
161 samples divided among 12 months, the number of grab samples per month f20sTthe3
Odoberinstantaneoupeak is probably justi@ndom effectnotindicativeof a seasonal high
flow period in that month.

Themost predictable events of the yeaethe spring drydown (May-Jun) and subsequent

summer monsoa(JutAug). In contrastihe fdl dry-downmay not even exissome yearsThe

preceding summedrigh flow seasomay simply mergénto the followingyea® s wi nt er hi gh
flow seasonlt is probablybest howeverto follow the experience of locats/er the lashundred

years andorce the data, where possipieto a twohigh flow season gttern In a couple cases,

of all 6 1 s o-wdypngaocreate the boanbarybendecision to discount the high
Octoberflow peak,event hough it i s 6c onf isrnealeadtéatediconet he dai
which will be put to the test by further developmentsicingt h e didanot,ddwever, extend

to creatinghigh flow seasons where noeg&istgiventhecriteria in that determinatiort 6 of the

36 years examinewere judged not to have a winter higpw season at all (1977 being one of

those).

Averages of tab and daily meadensity valuesimilarly showdifferencesAs can be seein
the graph belowgraband daily mean values diffew some extent in the valwé minimums and
maxmums (the two types of grab samples and the labelling will be discussed Tdtese
differences did notmuchaffect the winter/summeseason determination, whichasownd the
yearlyaverage, but didfeect the determination of seasonal functioals@discussed later).
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Both flow and density, of course, show seasonal variation but the annual curves have an

important difference. The flow monthly average curve is largely defineorlay least heavily

influenced bymaximum flow values. Thdensity curve, on the other hand, is more tightly

bound around average valudsis in lightoft hi s di stinction that one o
ofthisstudy 61 ooking for a seasonal Ofgautsgeeeryosne i n f | o
knowsflow iséeasond i n a bThephrdsensrelyindi@mtesa desire to find a more

extensive, explicitlefinition of seasonal variation (preferably an equation) to replace the loose
owinter/ summerd or o6high/l owé flow character:i

There is andter majorenvironmentafactor in determining the characteristidstoe GilaRiver
worth mentioring i namely concentrationThe analysis of concemation reliesentirelyon the
grabs, daily meanohemistry wasiot available Below are the monthly averagencentrations for
solvent and dation (to left) and nossolvent as represented by thajor ions (to right).

monthly average solvent and solution concentratierGila at monthly average concentrations major ionGlla at Safford(grabs)
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Solvent and solutiononcentrationriolality) follow the pattern of density while Na & Cl

concentrations amughly the inversef the monthly avexge flow pattern Almost all the
calculations in the study and the Wateqgd4f pro
solven) not Omol solution.Vibe (wot d/ & sonetamedesedioosaiy y

(and incorrectly) her edfeenceigonly sigaificawwndnlargjeo 6 mo | a



temperature change involved sincesolutionvolume is temperature dependeurttile solvent
amount (kg) is noti.e. with small temperature change the two are almost the same.

That the other ions flow the same pattern as Na &,@hnd to confirm the tight patterns that

make inversion stand out, can be seen by scaling the other ions by constantéefbe The

August dip attracts attention to itself as a discontinuity in the pattern not proportional in size with
the August flow peak. But when the individual sample points are looked at, it is aetsallyle

days very high Na & Clalues inSeptthat stands out (the 0.28 cfs sample of 9/20/78).

Removing that sample as well as two very low samples in August, for no good reason other than
that they look sysicious, shows the digmains but is less pronounced (below right).

monthly average concentrations major ions (scal&)a at monthly average concentrations major ions (1 ptin Sept, 2 in Aug.
Safford(grabs) removed)- Glla at Safford(grabs)
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This brief, general look at the major environmeptiametepaterns using different analyzes

will suffice for now These patternsvill be used teexamine inversion in its environntah

context As Lewis and Randall comment in th€liermodynamicsthe fundamental quantities

are usually the hardest to defih®ften used simly as in common parlances-definition

usually only occurs if some difficulty is encounterdthe terms may seem to change when
viewed in different contextensity ancdconcentration, for example, may sometimes seem to be
the same thing they are both after all mass/voluinand sometimesxact oppositesThis

dilemma will be returned tater.

No attempt at fundamental definitions will be made here,amly @ appr eci ati ond of
difficulties (1) andafew operational distinctions to ape the way in which thegre approached
(2-4).

1. Flowis both the deformation ofl@ody, with a certain density, and a movenmant
processwith a certain speetlote, for example, the redundassdunding phrasé a

f I owi n-gthediverdbeing the body, thélowi n lgetihg the movemenElow and

density are real physical quantities but they are also abstractions of a whole that combines
both in one form

2. Both flow and density are ultimately linked to temperature but the relation is much
moredire t and Ot i g h+09fodderfsity?=-0.2for fowt vy ( r

3. Because of their different relations tongerature, flow and densitgveal their effects
in very different spatial and temporaldomains 0L evel s 6



4. Because of their different spheres of influertbere are no higtirect correlations
between fbw and density but there are maeiations between them.

The role of the environment, largelyfé®w, is mirroredby its effect on the control volume. As
anexamplethe followingclose up of the main peak of the summer78gh flow season is
also a record of the volume of the control volurteen converted to.LThe lopsided look of
flow peaks such as this orgetypical anddue toa relatively fast rise [dw-induced expansign
and a long tail to the righg(aduallydecreasing flow combined witemperaturenduced
contraction Yia evapetranspiration)).

ADEQ instantaneous and USGS daily mean flows-19il¥ at
Safford
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Having establishedn avery general waythe relatiorof flow to inversionit is timeto take a
closerlook atflow patterns, how they characterize the river as a &hotl what more specific
information they may reveal abautersion These are the larger context within which the
inversion exists

Flow is, of course, heavily influenced by topolodyhe location of thestudyareahas been
precis¢y describedby USGS researchershe Safford Valley lies between tk&la Mountains
on the northeasind the Pinneloa or Santa Theresa Moustamthe southwest. The valley is
about 73 miles long and 12 milesde, the width being larger than igical for the Gila in this
part of the stateThe riverrunsfrom its confluence with Boita Creek to Roosevelt Daamnd
meandes randomly over the relatively wide floodplaiiThe stream channel is a pool and riffle
type with an average slope, as already noted, of about®éte is low annual precipitation at
Safford, ranging from 3 to 17iBches and averaging around 8.7, with two very different
precipitation regimes as already describEtere is agricultural watersage in the area and
extensive channel changes were made in the 1970s, examinedilimdée source from which
most of theabove information is paraphraséd
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Flow of the Gila &Safford is thereforethat of a river ira wide floodplairat low elevatiorwith

low rolling hills andsurrounding mountainsot terribly high With this kind of flow topology,

the main response expected is that suspended solids are going to drop out of solution quickly and
dissolved solids will concentrate to some extent. The effect of topolodpw will be

elaborated on at a later paifadoring in the effect of climate the following surmise may be

made: significantdilution fromlocal runoffsource will be a factor mostly in the summer, with

local microbursts possihlén the steady, light rain winter scenario, the lacaloff percentagis

low and significant dution is more likelycoming down the main channel from runofhagher
elevations outside the Vay. This speculation will be tested later

Thefollowing table summarizes the statistics for instantaneous and daily mearoflenal|
data



grab & daily mean flow/cfs
- Gila at Safford

grab day meal|
average 558 571
median 170 195
mode(cnt 80(3) 146(66
min 0.28 26
max 13400 9000(¢
std dev 1294 1974
rel std de 232 346
count/# 161 13149
abs%diff
avg&med 70 66
avg&mod 86 7
average 78 7

Tablel7

Overall, the averages and standard deviatidrise two groupsre close which is encouraging.

The big difference is in the number of samples (count/#) which is why heavy reliance will be
placed on the daily meamnsthe search for flow patternSote that the modeounts are quite

low: 66 is only0.05% of daily mean sampe The medianlike the modeis quite a bit lower

than the average, indicatiag average affected by a few high values anddhdistributon with

a long tail to the right. Note also, that {hercent differences between average amedian as

well asaverage andhode are of the same order for instantaneous and daily mean data, indicating
that while there are many more daily mean samples ithgtantaneoudjoth groups are equally

A

6nor mal . 6

Normal data is, by definition, data whose frequency distribution plots as a bell shaped curve. Bell
shaed curves dividéhe data up into areas of-fultiples ofthe standard deviationThis

property allowsa probability tabe assigned tany data point given the spread of values of the

entire dataselT he wor d sedonrthis stld§ to describe data with isélaped

frequency distributions, as the discussions of flow and densitywiss impossible, however,
particularly near the end of this study, nobtasionallyuse the ternm its looser sensas the

A

Ousual 6, 66eppeo dtre cbfretliGabledregardless of data distributions.

The frequency distributions for flow show a nearly normal {g®liped curve) portion and a long
asymptotic tail to the righBelow are the flow distribiins for daily means (left) and grabs
(right) cut off to includeonly the first 1000 cfsdnly 11% of USGS and 14% of ADEQ values
are above 1000 dfs
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The overall shapes of the distributions and the positioning of average, median,dmdmmthe
same asnightbeexpecedsince the linear correlatiasf the two sets of data fairly high (0.76).
Note that, in bth cases, the average is pretty cleatyside the bell shaped curve portion
meaning that it is actually in the region of roormal behaviarThemode andnedian arebetter
indicatoss of the center of the distribution of values while the average is more representative of
the relative weight odll values regardless of count

Does the picture dfow patterns at this level reveahything about inversion? To seke
instantaneous flow data can be subdivided into inversion date aridvergsion date data.

inversion and non-inversion flows/cfs
- Gila at Safford(grabs)
all data non-inv. inv,
average 558 141 1409
median 170 119 719
mode(cnt 80(3) 80(3) 1000(=
min 0.28 0.28 278
maximum 13400 578 1340(¢
std dev 1294 96 2009
rel std de' 232 68 143
count/# 161 108 53
abs%diff
avg&med 70 16 49
avg&mod 86 43 29
average 78 29 39

Table18



The divisionneatly separasdow and high flowWhile the grabs as a whole deérly
representative of the daily means, inversion andineersion grabs are two distinct subsets
within the grabsThey are clearly but not completely distinct from each othidaere is overlap
in the 278578 cfs rangenversion invaves all flows above the averadeversion flow shows
higher standard deviation but lower relative standard deviation thére dtita Also the
differences between average,dia, and mode decrease for botninversion and inversion as
compared to altlata as if the division is actually making the distribugiorore normal.

The actual distribution of flow values for inversion and-orersion, however, paint a
somewhadifferent picture. Thelistributions areshown below arep to 1500Qcfs, the larger x
scale beingnecessary because tinwersionaveragesalueoccurs ahigher than 1000fs.

frequency distribution nofinversion data Gila at Safford(grabs) frequency distribution inversion dateGila at Safford(grabs)
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The inversion distributiorto the right,is clearly noanormal and looks like it might be-br tri-

modal as well. That is probably jus random effect caused by the low number of samples (53)

which leads to very low counts. The mode, for example, has a count of only 2 and the most
populatedbin(308 50 c¢cfs) has only 6. (these are O0bi ns:
may beall different values while thaif the modewith 2 must be the same value)

Norrinversion(left) is clearly more marly normal than inversian the position of the average,
in the distances betwa aveage, median, and mode, andverall appearang®ell-shaped
curve) The effect of the inversion analysis istfas level, one that separates normal from-non
normal data

Only a high flow/low flow distinction has been distinguished to this péimtifferent view may
find acontext intowhich invesion can fit The most direct approach to finding patterns is
autocorrelation whickooks for patterns within a single parameter over tifitee following are
the results for the autocorrelation of thH8GSdaily mean flowgleft) and flow differences

(right):



autocorrelation- flow-daymean/cfs- gila at safford autocorrelation- flowdiff-daymean/cfs- gila at safford
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There issomething of @amped oscillator pattetut itis not clealand the percent mins and
maxs are low (table belowBut if the naturhlogarithm ofthe flow and the logarithrof the
absolute value of thedW difference are takenthe following results are obtained:

autocorrelation- flowdiff-daymean/cfs- gila at safford autocorrelation- In absyflow-daymean/cfs- gila at safford

0.40 0.40

0.35 0.35

0.30 0.30

0.25 ?0? 0.25 4
5 020 —o—Sum(K)/Sum(sqrs) Z 020 |os ——sum(k)/Sum(sqrs)
2 015 . —0 % 015 —0
S 0.10 = —-1.96/Sqr(count) 8 0.10 —-1.96/Sgr(count)

005 —+1.96/Sqr(count) 0.05 —+1.96/Sgr(count)

0.00 0.00

-0.05 0 -0.05 0

-0.10 -0.10

lag lag
Figure36 Figure37

Thesegraphsdo not look much better than the previous but a glance at the nubdeveshows
the differenceWhich goes to show why tHerm oftheg r a p h a | oaysbe ttuated@rd al w
why there is, in practice, a heavy reliancelm%6 and 12 min/max value.

autocorrelation statistics - dymn flow/cfs - Safford
% @ 6&1% @ 12 FE M & H tcount

dymns 0.3158 0.2597 1.0668 462
dymndiff 0.4211 0.3766 2.8574 462
In dymn 0.8947 0.5844 0.5221 462
In abs diff 0.8421 0.4156 0.7935 460

Tablel9



The autocorrelation provides some proof that there Imagmore specifiseasonal pattern to

flow than the loose high/logesignatiorfound so far Given the crude analytical techniqused
here this discovery is open to question dmebs the question: so what? At this point there is not
enough elated information to make it significas the result needs be mentally tucked away
for future use.

Maybe instead of such a broad approach as autocorrelaticoser look at types é&bw might

be more helpfulTo further investigate flow patternssimpleflowf unct i onanalysebel | i n
is performed. Because the intervals between grab sarapt inconsistent anandom, the

analysis is performed gnon the daily means. &h daily meafiow is labelled with a two
charactesymbolbased on the direction of flofirst symbol)andthe direction oflow

difference(second symbolfrom the previous day.wo days data aneecessary for flow

direction and three days data foredition of flow difference.

The resultng flow/flow difference(ffd) labels are as follows:> (expansiol, << (contractior),

>< (expansion to contractipy<> (contractionto expansiojy =0 (equalflow), andas= (equal,
nonzero flow diffeencg. If equal flow is determinefirst and equal flow difference determined
only if not equal iow, the six labels cover all cases and are mutually ex@usihe following
graph ofthe August 1977 flow peaks shows a few corresponding labigdstable following that
gives the counts, average, and max values for the various labels for the daily means over the
entire analysis period.

flow and flowdiff vs time Gila at Safford(dymns)
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daily flow/flowdifference of USGS daily means - Gila at Safforg
avg/cfs max/cfs count%  count/#
expansion >> 697 62700 23 3004
>< 993 90000 6 792
contraction << 542 45000 30 4008
<> 588 17000 27 3497
equal flo =0 190 3060 8 103
equal flodiff k T 256 2640 6 816
13148

Table20

Expansion average values are roughly one and a half to two times that of contractions.
Contractiongdominate in the numb@f cases but expansiodeminate in terms ahax values

It is interesting thatontraction flow aveages are very close to the-diita average while equal

flo or flodiff come in right around the average for low fleamplegaswill besee later on) It

is also possible takedifferences of labels<<-<>, >>><, etc, buttheseare difficult to deal

with. It is interesting to notdhoweverthat some of the combinations do not occur. The order of
operation is significant and such combinations as>>xannot occur because the logic is not

correcti ad t r a rcentractionborexpansio6 cannot f ol

Inverson and nornversion datesan be looked ah terms of the daily fla/flowdiff labels.

| ow an

expansi c

This will be aprocedurdollowed in various placethroughouthe study alabellinganalysis is
done on the dbi means, each daily meagiven a labelthe grabon that day igiven the same
labelas the daily meaaon the sameate The grab data now has a daily mean label attached to it

no matter how far apart grab and daily mélaw valuesare.There is an inherémisk of mis

labelling though hopefullguchs a mp | es wi | | Heee aré thevresulshgvingtheo ut . 6

percentages of each function type.

count% dly flo/flodif labels applied to grab samplg
- Gila at Safford

dymn inv. non-inv.

>> 23 23 21

>< 6 9 10

<< 30 30 35

<> 27 26 23

= 8 8 7

= 4 4 3

Table21



The percent for eachpg of label on inversion and namversion datesf grab samplepretty
well reflects the percent fall the daily meansThisseemsanencouragingesultbecause it
suggests thahe inversion/nofinversion subsets of the grabsithve a correspondenicethe
daily means when they are subjected to a simple filmetionalanalysis

It is somewhat disappointing, howeveot o see any differentiation between inversion and non
inversioni a larger number of expansion types for inversion and contraction fannersion
might be expectediven the relation of inversion to high floknd it is hard to get around the
suspidon that the resultsra what they are because daily means labels havebbatatly

imposed onto grab sample dafamore meaningfutheck on the procedure may result from
comparing average values rather than labels.

comparison flow/flowdiff averages for daily means and inversion and
non-inversion grabs Gila at Safford

1800
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Figure39

These resultareencouagingas wellbut for precisely the opposite reason as the sample # cou
comparison. Inversion samp@®eragestand out as almost alwalygher than the daily mean
while noninversion samples are invariably lower. The only qualification required ishinat

grab inversion or neinversionsample countmay be in some cases, very lawfor example,

there wee only 11 samples for <, the only categorin which inversion is not higher than daily
mean While being representative of the daily meangerms of proportionggrab aerages
revealinversion/ noAnversionaverage valuestand out as different from the daily means and
different from each other.

There is not much more thean be done with thsnalysis beauset looks at flow ina
consistenbut ambiguougontext:it uses a consisté 2-3 day window butin expansionfor
examplecan ke a 1 cfs peak during a period of low flawa 5000 cfs peak that isale peak to
an even larger one in a wet seasbthatthe flow/flow diff analysisdoes is to ratchet down the
time frame © such an extent thate¢ chance that both expansions and comtrastre going on
over theperiod is lessened. This new approaatphasizes function over chronology, allowing

one t o exami nsei owhsa,té6 awhl atdéeevxeprant hei.r magni tude,



At this point, however, the focus in on seasonality so the chronological approach is required
Averagemonthlyflows have already been shown above&(ire23) so a table of alues is given

hereinstead

daily mean and grab flow statistics/cfs - Gila at Safford
avgs rel stdevs counts/#

month dymn grab dymn grab dymn grab
Dec 697 342 421 102 1116 17
Jan 1073 667 350 155 1116 9
Feb 1125 1757 212 222 1017 11
Lar 1076 1092 137 118 1116 20
Apr 630 729 102 177 1080 13
Lay 330 489 128 104 1116 10
Jun 126 94 125 97 1080 20
Jul 177 111 133 58 1116 9
Aug 451 589 148 137 1116 16
Sep 358 248 217 107 1080 18
Oct 465 521 735 210 1116 8
Nov 370 159 311 48 1080 10

Here the two seasomse less apgrentthan in the graph bat h e
designated as De&pr (winter), where flowsand relative standard deviatioae higherand
summer moths (AugOct) though flows there getiose but daot actuallyexceed average flow
(<< 560 cfs shown in light greerifhe seasons can then be calculated from the monthly

averages:

Table22

60 we t Otenmtivelytbh s

seasonal from monthly flow averages/c

- Gila at Safford

hiflo dymn grab
winter 847 947
summer 425 453
hiflo avg 636 700

loflo 225 121

c

an



Table23

The excellent agreement between grab and daily nfeatise wet seasor(s 6 h iid gratifydny
But notice that the monthly averages, ltke daily flow/flowdiff categoriesdo rot change the
high flow average (636,700ery much from the altlata situatior{f558,571) One reason for this
lack of differentiation may be thate sunmer monson, which officially starsin themiddle of
June maynot actually start untthe middle ofJuly. The fall drydown isalsohighly variable as
mentioned earlieMhat these factors meanthat there is still a lot of averaging over dispar
values going onThe time spans for averagintereforemay not be optimal.

Dividing the grabs into inversion and nowversion by month yields the following results:

inversion/non-inversion average flows/cfs by mon
- Gila at Safford(grabs)
inv. noninv %inv %nonin
Jan 1656 172 6 5
Feb 3009 255 11 5
Lar 1493 156 26 6]
Apr 1447 113 11 7
Lay 855 123 9 5
Jun 94 19
Jul 111 8
Aug 1005 173 15 7
Sep 537 136 9 12
Oct 1809 92 4 6
Nov 159 9
Dec 855 184 8 12
Table24

Herethe divsion between inversion and namversion begins to differentiate high flow values
from low flow a little more.Inversion samples do not occur in Jun, Jul, and Nov, the driest
months of the year, which have only Aionersion. The high numbers in the two sets of data
divide up neatly ird the highflow and lowflow months but there are low flow (nenversion)
samples even in the wetteso nt h s . Ther e i s dogdreinforcethat n e w
inversion is largely a highdlv phenomenan

But high flow seasons are, after all, seasohextremesy definition and it is herehat the
difference between daily means and grigbmost evidentThe table below shows daily mean
and grab minimum and maximum flows by month.

her e



daily mean and grab min and max flow/cfs
- Gila at Safford

mins maxs
dymn grab dymn grab
1 124 104 55700 3200
2 100 140 32600 1340(
3 84 115 18600 5550
4 62 40 4320 4650
5 42 56 3770 165(Q
6 26 29 2350 450
7 27 35 2670 250
8 42 30 6710 2770
9 44 0.28 13000 1100
10 51 45 90000 3220
11 68 45 24300 307
12 104 104 62700 117(¢

Table25

The grab minimums are vecjose to the daily mean minimugpgrticularly in the drier months
The maximums of the two grougsoweverareoftennoteven n the same order of magnityde
particularly in the wet monthsTwo separate scales, left for daily means right for grabs, need to
be used t@onvenientlyplace them on the same graph.

comparsion monthly daily mean and grab flow maximums/&da
at Safford
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Figure40

Not only are grab and daily mean maximum magtes wildly different, theelative magnitudes
or patteris only have one comon featuré a parabolic dip in the summer months.



If wet seasons are in some sense be#eldby their extreme values, theresigl have a long

way to go in getting a reasonable pret of them. ie maxmumsthemselveg an 6t be used
because they aret represemttive of everydaypehavior but the averages are just too low to

provide adequate differentiatidretween seasons.

An approach that mgyrovide abeter pictureof high flowsis to determine flonseasons. This

task was accomplished usifi§-day rolling averages on the USGS daily means and graphing the
results onto a series of graphs with fixed x and y value scales; one year and 2000 cfs
respectively The 10day rolling averageliminates many of the small peakss does the 2000 cfs
scalewnhile the fixedx scale(one yearmakes the graphs easy to compare with one andther

one year window wafor presentational claritgnly andnot used in determining the seasons;

Owi ntersé commonl y Bheraaultingictare i$ de ef gouped\péakes s year
seen in the 1977 graph:

USGS daily mean rolling 10 day flow averadgi$a at Safford
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Figure4l

The begin and end dates are to s@ntent arbitraryof coursebutevery attenpt was made to
make thehigh flow periodbalanced and symmetricatound the main peék and ending at
approximately the same flow as the begin détevas usially much harder to fix the end than
the beginninglae sincemany seasons shawails to the right as individual peaks often do

(Figure 29.

Dividing the daily mean data into seasoyields the following results.

season flow characteristics - daily means - Saffor

avg flow/cfs durtn/dayseas cnt/#smp cnt/4

hiflo(w) 1345 139 30 391§
hiflo(s) 439 86 36 3129
loflo 143 03 64 6105

Table26



The expected picture aflonger winter flow season with highereragdlows and a shorter
summer flow seasons with lower flowgsbeginning to take formGoing from monthly to

seasonal analysst i ght ens

the context and | eads t

season (winter), not so much for the shorter, summer sdasftmdominates, however, in
numbers of seasons and samplesrmaatke closelyepresents typicdlow as represented by the
median or the modinan the flow average 068-570 cfs.

(0]

no

The seasons are, then, established using the daily means. Each days daily mean flow is given a
S e a s 0 n aahd the Igrabls aré givéime same labelsathe daily mean for that dayhe
procedure is exactly the same as in flow/flowdiff but is far less brutal because it does not depend
on the daily rean flowvalueonly the dateThere isno difficulty in acceptinghatthe daily

mean and grabampletaken on the same dagcurin the same seasohhe % of inversion and
nor-inversiongrabsamplesand their averagdsy flow seasorare shown in the following tahle

loflo

hiflo(w)
hiflo(s)

inversion/non-inversion samples by flow season/cfs
- Gila at Safford(grabs)

inv avg
1664
796

278

%inver  non-inv avg %non-iny
72 241 9
26 152 23

2 #DIV/IO!  #DIV/O!

Table27

Inversion is a higtilow, norrinversion a low flow phenomenon but there aomaple of
wrinkles. The first is how many nemversion samples there are during the summer high flow
seasonfully 23%. This result point® the more erratic behavior short livedsummer stans
underlying the flow pattern’he seconds that one inversion occurred duringeriod
designated as low floatthe minimum flow for inversior- 278 cfs.Both are reminderthat

6hi ghé and

6l owd

fl ow ar mugly3dDicfs gamlretyween tker ms

minimum for inversiorand the maximum for nemversion.There are 2nversionsamples in
this gap,one of which is designated loftoh e r e ,sand 9 daorinvdrdion samples afloflod
The emphasis here is on the season designation and not the individualltles; 8a an
inversion occurring during a low flow peridggla sgnificant problem which will be dealt with

later.

The seasonal vals@boveare averages of bothcreasing and a decreasing flosgsit makes
sense to separate the seasons into seasonabhmaxpansion and contractioihree different

approaches

wer e

used in the determinati on

determinedsimply from one gralsample to the nextif the flow went up it is an expansipn
otherwise it is a contraction, whether the first sample is one day or 3 monthg§Tgrisisthe
only example of grab labels coming from an analysis of grab bhe#dl other cases, analysis is
done on the daily means, daityeans are given labels, agihbs are given the same labettees

daily mean for that day.

and

of



example ‘inst' function determinationGila at Safford
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Figure4?2
Because the 6instodé | abels were based on a set

function was not pursued further. The following graph sheawew approach, he O6seasonal €
function determination.

example 'seasonal’ function determinatiei®ila at Safford
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Figure43

The funct i or fosseasoagipatsvha entire season as one expansion and one
contraction around a seasonal midpoftouple of differentnethods were tried to determine

the midpoint chronological half point, point at which %2 seasonal cumulative volume is attained,
date of max peak, and date of max pulse. In the function(s) approach the location of the midpoint
is crucial andhe dfferent midpoint analyzesanyield quite differentresults:



exp(w)
con(w)
exp(s)
con(s)

summary seasonal midpoint analyzes - Gila at Safford(dym

days to season midpoint length

chronolog half vol maxpuls maxpeak seasof
hiflo(w) 74 62 41 40 139
hiflo(s) 43 40 36 38 86

duration expansion & contraction/days

% peaks or pulses out of sequence (increasing or decreasil

74 62 41 40
-74 -74 -41 -40
43 40 36 38
-43 -43 -36 -38

pulses 30 35 39 34
peaks 33 31 35 31
Table28

Note that the max pulsend max peak usually occwell before the chronological midpu,

much earlier in winter (~280days)less in summer (~8 days). The max peak and max pulse
characteristics are very similar and the maxpulse was finally settled on as most likely to produce
interesting resultsPart of the 2001 winter hiflo seas@shown as aaxample of midpait

symmetries.

cfs

example seasonal midpoint determinatieisila at Safford(dymns)
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Figure44

The logic behind the function(s) approashheextensiorof the daily flo/flodiff analysis to
whole seasons with one significant differentiee daily pulsen the flo/flodiff analysisis a one
day event that occurs when the flow difference goes frositive to negativelhere are 1488



peaks (any size) in thaaily means and 148®rresponding p u | sseasdnal pubdy
contrastjs sometimes multiple day event and calculatedthg maximum of théow
differences before minuke minimum of the flow differences after the daily pul3gpically,
particularly during low flow periodghe daily pulse and the seasonal pulse are the. $arhthe

above definition is used to catshuations such as the following seasonal pulse the summer
to winter1977 lav flow season

daily and seasonal pulses 1111/21/1977- Gila at Safford(dymns)

20 begin seasonapulse
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cfs diff
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Figure45

The seasonal pulse is therefore the full drop in cfs from peak to valley. Witlefimgion it is
possible to quantify the characteristié¢gtte seasons furthewWinter pulses are larger and longer
lasting than summer and the same goes for the flow differences that they come from:

seasonal and daily flow difference characteristics in flow seasons - Gila at Safford(dymns)
seasonal pulses flow differences before/after daily pulse
avg pls/cf duration/days avg(pre) avg(post) cnt(pre) cnt(post) avgMax(g avgMax(post)
hiflo(w) 2502 11 905 -336 3 8 1496 -1006
hiflo(s) 652 6 189 -95 2 4 343 -309
loflo 20 5 7 -5 2 3 12 -9
Table29

The maxpulsémxp)is simply the maximum pulse in a giverasenand its statistics follow
below. Theseasonal pulses bear the same relation to the maxpulse as the dailyfémncks
do to the daily pulseThe only difference ithat the count of individual pulségforeafter the
daily puls8) is replacedy the count ofeasonal pulsesound the magpulseand he duratiorof
seasonal pulsesround the maxpulge the entire season (avg wir39, sum86 days).



characteristics of seasonal maxpulse - Gila at Safford(dymns)

maxpulse/cfs

average median mode min max stdev count/#
hiflo(w) 13743 4395 33 79400 19885 30
hiflo(s) 5222 1453 192 100000 16929 36
avg chrono postn in seas/% #mxp on 1st day % #mxp last date %
hiflo(w) 38 pos=0% 6 13 pos=100% 5 20
hiflo(s) 51 2 8 4 14

pulses before/after maxpulse

avg /cfs count/# intrvl/days % in consec order x puls*2as%mxp’y

pre-mxp post-mxp pre-mxp post-mxp pre-mxp post-mxp pre-mxp post-mxp pre-mxp post-mxy

hiflo(w) 2880 679 3 5 6 10 59 60 22 54

hiflo(s) 224 264 7 5 5 8 58 68 34 86
Table30 (back)

Seasonal @mxpulses are larger in wimtthan summer though the maximum maxpulse odours
summer.The winter maxpulse occurs earlier in the season than the summer which occurs around
the chronological midpointn winter there are more pulses after the maxpulse but they are
considerably smaller while in summer there are more pulses bleéneaxpulse and they are

only slightly smallethan those afteiThe intervals between pulses are larger #fiemaxpulse

for both winter and summeFfhe symmetry of pulses is the same fanswer and wintei about

60% d pulses ae larger(expansion) osmaller (contractionthan the preious pulseThe

maxpulse stands out more from pulses before than after as can be seen by the difference in the
sum of the pulses squared dividedthe maxpulse squared numbers except for the post

maxpulse summer season.

Putting all these pieces of information together, the follgvisra schematic representation of

typical winter and summehigh flow seasaosin termsof flow pulses. The max pulse (a peak

here) is the average value set on the appropriate day of the season, the numbandfgost

season pulses, their average values, and their intervals are given above and roughly reproduced
as peks below.



schematic representaiton seasonal pulses around maxpulse
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This schematic is thgicture of a high flow season as consisting séaes of pulses starting
with a group of rapidconsecutivelyhigher frequency bursts leading up to a mpuilse(max
amplitudepeak hergfollowed by longeiinterval lower burstgyoing asymptotically to zerd@he
overallpicture isthat of anoscillatorat full force to peak amplitude followed by dampenuvith
timing and relative amplitude varying by season.

Can this picture of the flow season aid in understandingrsion? Wfortunately, no The first

and greatest difficulty is that the grab sample flows need to be converted to pulses and that
means using the daily mean flow differences in one way or another. If the sample day occurred
during a sasonal pulse i assigned the seasopallsevalugandi s ref erred to as
p u |. B teedsample did not occur during a seasonal pulse, the daily flow difference i hsed.
following table shows the differences betweerension and notinversion flows conveed to

pulses



inversion/non-inversion in terms of max-
and daily pulses/cfs -Gila at Safford(gq

average grabpulse avg std

inv 1833 5070

non-inv 845 7637

grabpuls%ofmaxpulse

inv 43 44

noninv 39 41

grabsamp-daysfromdailypulse

inv 2 5

non-inv 1 5

grabsamp-daysfrommxp

inv 17 37

non-inv -5 42
Table31 (back)

Theaverageggrabpulses are a little lowdor inversion and a little higher for nenversionthan

the averagéaily seasonal pulsesen abovéw/s12502/652)andnowhere near theaily mean
average maxpulsdw/s-13572/5222put are in the right order (inv>noninvijjhe pulse as % of
the maxpulse numbesgem a little high given the averages but offer no help in distinguishing

inv and noninv

The fact that grab sample inversiolates aren average 17 days after the maxpulse while non
inversionsampling occuedon averag® days before seems importamce in the function(s)
approach the maxpulse divides seasonal expansion from contratfialays after means
inversiongrab smples werg¢ypically taken during seasonal contraction while sversion

grab samples5 dayswere most commonliaken during seasonal expansidhe latter is not
importantbecause noimversion is a low flow phenomenon and a loflo pulse is an euitity
dubious significancelheformer result, howevers unexpected and focuses attention on the

terms 6dexpansiond and O6contracti

issues will be returned &hortly.

The seasonal pulse of furar(s) brings out some factaasd problemsf inversion/non

onbo

adheseé what

inversion but not a complete picturs.the problem with the logistics of converting to pulses or
the schematic picture itself? Unfortunately, as nipectureas the schematis, it is notborne
out by theactualdatg the real picture being mudess symmetric anchore chaoticPlotting the



yearseasorpulses in terms of the number of days to/fribv& maxpulse reveals the following
composite pictures for wintgleft) and summe¢right) seasons:

winter yearseason pulse chartGila at Safford (daily means) summer yeaseason pulse charGila at Safford (daily means)
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The dominance of the maxpulse in the graphs above is paribpalillusion due to thdact that
there is a large numbef maxpulses and they are all squeezed together at the center of the
graph. But the numbefsum pre/pst pulses*as % of mxp”2pf Table30 aboveseem tdbear
out that the maxpulse is thdeminant feature of theeasori the sum of pranaxpulses is only
20-30% of the maxpulse though post mxp can range froin&®4 This dominancef the
maxpulsds an affirmation that it does make sersea certain extentp think of the season in
terms of one expansion and ar@ntraction.

The pattern of the above graphs, however, is not one of steadily increasing before and steadily
decreasing pulses after the naxeast that anyone can see (too mdaga pointy. The final

blow to symmetry comeshen it is notedTable ) that about 1hiflow seasontiave maxpulse

as the first or last pulse of the season. This is disheartening but should not be taken as

indication that flow pulsg do not existThis approachmay simply no be theright way to view
them.

Less cluttexd graphsnayhelpclarify things The following graphs show the averages of the
yearseason pulses graphed above.

average winter pulseGila at Safford(daily means)

average summer pulseGila at Safford(daily means)
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Actually, these graphs only shothe vagaries of graphical analysis. When the winter pulse chart
to the leftwas first created it seemed to confirm the dominance of the max pulse until it was
examined more closely. Thergestpulseon theoriginal chart(47590cfs) actually occurred two
days before the max pulse that season. Thatas the only value faitwo-daysbefore

maxpulsé@so it became the avera@jewas removed from the above winter graghhe newmax
pulse was calculated fron® 3ears of pulseshichranged from 33 to 794fsfor an average

of about 1000. The newmax pulse is not @n the highest on the chartiere is a bit of a
symmetrical look fothe winter seasqtut given the lowcountsfor any particular daythattoo

may be just fortuitous. The summer season deem tdllustrate the dominance of the max

pulse buis somewhatess symmetrical.

What is interesting here is thiidw pulsesdo exist and can actually be searbunched groups

of daily mean flow peakg&-igure21). But when the focus isarrowed and the attempt made to
guantify the pattermo coherentunderlying patteris found It may be wondered why theilse
analysis isshown at allThe contention here is that itatvays useful to look a physical data
directly with simple methods first before going on to more sophisticatdubohgetMt finding
anything does not necessarily mean there is nothing there to find. One may simply not have
| ook ed 0 h a andthedemporaly dpatidl, orlahalyticalew had been tried . . . .

Despitethe uncertainties encountered with th@w seasoal pulse picturethe max pulse can
still be useksimplyasa s easonal mi dpoi nt . The table belo
which are flow differences) around the midpoint:

seasonal function(s) average{
- Gila at Safford(dy

cfs seas aVv
exp(w) 1460 138(
con(w) 1301
exp(s) 465 443
con(s) 421

Table32

The seasonal daily mean averagealculated above agree weith thosefrom (whole) season
averagegiven abovew/s-1345/439) and thexpansion/contraction difference is small but in the
right order for both summer and winter.

In the table below the gradample datflows are labelled with function)$abels for the same
date from the daily mearts look for inversion/nofinversion diffeences in terms of the
seasonal functions.



grab inversion/non-inversion samples evaluated with function(s) labels

from daily means - Gila at Safford

dymns grab-inv grab-non-inv

avqg flo/cfscount/# avg flo/cfscount/# avg flo/cfscount/#
exp(w) 1460 1091 1338 9 275 6
con(w) 1301 2824 1765 29| 190 4
exp(s) 465 1333 582 5 129 6
con(s) 421 1796 913 9 160 19
loflo 143 6103 278 1 127 73

Table33

Inversion flows are consistently higher than fiioversionand the most common types are
highlighted by blocking. Bt there is a distressing elente Contraction flow$or inversionare
higher tharexpansion in most seasen Thisresultheightens the concern raised in the fplilse
analysis which showed that inversion samplese mostly taken in periods of contraction.

There are only 9 winter expansion samgleswing inversiorand they ranggdéom 313 to 3220
cfs. There are almost 3 times as many winter contraction samples rangir@p#am1340Q&fs
the latter ofwhich occurren (2/20/1993) This lasthigh valueshows the pitfalls of the
function(s)approach. The daily means frahree daydefore are 3033/- 283cfs, the three
following are21000 +f 10828 cfs So 13400 cfss partof an expansion at the local leveBut
the max pulse midpoint for the entire seasi®214P27 5/14/93) is 1/13/1993%0 that 2/20/293
falls in a period otontraction While thefunction(s) approacHeads to some interesting

speculatioronthe natue of the seasonal pulse, it raises problems in the analysis of inversion

Another approach is possible and it has already been used to some extent. Toawvddibyv
difference aalysis lends itself easilytbop e a k 6 Aa néapleyaskioés .i s si mp |

Yy a

than that of the day before and that of theyd a f t e r .a on& da§ gvenatkabcan be less
than 1 cfs or 556000 cfs and occur alone or as a géek to a larger peak. There are a total of

1488 peak# the dailymeansver t he entire period and
(a peak with a flow difference plateau). The >< or transition from expansi@mt@ction is
theoretically always present buttredways captured in thieme sparusedi most peaks appear
to go directly from expansioto contractionThe statistics for the peak analysis of the daily
means are as follows:

t hey

f

a



daily flo/flodiff peak analysis/cfs
- Gila at Safford(dymns)
>> >< n
average 863 1622 18§
Median 225 256 166
Mode 140 115 275
Min 29 48 34
Max 62700 90000 2070
count 1021 388 79
std 3681 5897 229
Table34
Judging fromthea |l ues, t he &= | abelwbs eteynpse ,t owhb e ea tdhleo v

Ahifglhowd but t hat iTke dailgflovi/feow differenceois) again; aflow g o .
analyss with a very limitedcontext.

The function(l) anaysis( | f o rworéslbaclovartl @nd forwarfftom eachpeakwithin a

given seasotill the next (or previous) days flow is higher. With so many peaks in the daily
means there had to be some designations to cover overldppimgne local peak to the nest
intervals with no paksand those aretiev a |l | ey 6 geonpd respectivelydhd y 6
following schematic shows how the function(l) analysis assigns expansion and contraction.

example ‘local' function determinationGila at Safford(dymns)
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Figure50

The context of the peaks is the pasly determined chronologicsgason in which the peaks
are foundwinter or summer)This analysis is therefore a seasefngctional analysis rather
than a strictly functional analysis such as the flo/flodiff analyidig. following table shows the
function(l) analysis results asnf@med on the USGS daily means:



flow function(l) statistics

- Gila at Safford(dymns)

avg/cfs cnt/#
exp(w) 1832 1078
con(w) 1068 2721
exp(s) 627 1033
con(s) 358 1700
valley(w) 995 337
valley(s) 261 451
steady 600 203
lowflow 142 1875

Table35

Here winter continues to be differentiated from sumamel expansion continues to be

differentiated from contractiormhere ar@nore winter contraction samples, almost 3 times more,
than any other high flow type the daily means which echoes what was found in the grab
samples. But the function(l) approach has solved the contraction higher than expansion problem.

Can the function(l) approach tell us anything about invers@mé again, to find out it is
necessarto apply function(l) labels taken from the daily means analysis to grab samples,
admittedly a somewhat questionalprocedure given th@ossibility of disjoint between grabs
and daily means.



grab sample inversion/noninversion flows with
function(l) labels - Gila at Safford

averages counts

inversion non-inv  inversion non-inv
exp(w) 2191 264 11 4
con(w) 1528 225 25 7
exp(s) 1040 145 6 6
con(s) 654 172 7 15
val(w) 400 1
val(s) 308 69 1 4
stdy 464 125 2 2
loflo 93 122 1 23

Table36

These numbers amonsiderablyhigher than any segreviously. The flow analysto this point

isa o6drnd,l

a opwr o0 g r efthe tinespamfar averagmgha \gagaries produced

by low sample counts in the grabs make that less clear there than with the dailyAtszans.
significant is that @pansions are now higher than contractions in all cases but orénon

summer).

Since here have been a lot of numbers bandied alitauty be helpful to see them all together
in close proximity A summary of the daily mean and grab sample and invéreiainversion
average flows using the different seasonal analysis mefblbalss here.



flow statistics/cfs (1976-2011)
- Gila at Safford

daily means  grabg

average 571 558
median 195 170Q
range 13400 89974
rel std dev/% 346 232
count/# 13149 161

by flo/flodiff analysis types (daily means)
avg count/#

expansion>> 697 3004
>< 993 792
contractic << 542 4008
<> 588 3497
equal flov=0 190 103
n= 256 813
Table37

Over all time, daily means and grab sampiage very similar average®ividing up the daily
means with the flo/flodif functionlabelsshowsaverageexpansiorflow to be roughly one and
half to twotimes greater than contraction flow which comesgght around the altlata average.

flow seasonal statistics - Gila at Safford
monthly seas func(s)* func(l)*
dymn grab dymn grab dymn grab dymn grab
averages hiflo(w) 822 846 1345 1368L460/1301 913/15741.832/1068.667/1244
hiflo(s) 425 453 439 383 465/421 334/402 627/358 593/324
loflo 225 121 143 143 143 143 143 124
rel std de hiflo(w) 225 146 219 148 272/187 110/155 249/187 197/1071
hiflo(s) 367 151 477 154 642/244 122/155 542/278 148/111])
loflo 190 68 48 53 48 53 48 42
counts/# hiflo(w) 1094 80 3915 481091/2824 15/33L078/2723 15/32
hiflo(s) 1104 42 3129 391L333/179¢€ 11/281033/170C 12/22
loflo 1092 39 6105 74 6104 74 5627 70
*expansion/contraction

Table 38



In seasonal analysis averageserallytend to rise as the time frame for evaluation narrows
(from left to ight in the analysis types (seas>functfs)¥ct(l)) and expansion is progressively

more distinct from con#rction The daily means show rising relative stamddeviationgor

expansion irthe summer, something not picked up in the grabs where they are mostly the same.

The only

6f 1y

n

t

he o0i

particularly in the grab functifs) values (colored browabove)

Dividing instantaneouilows up into hversion and noimversionprocesseprovidesanother

look at flow:

nt ment o6

i s

inversion/noninversion flows/cfs (1976-2011)

- Gila at Safford(grabs)

inversionnon-inversion

average 1408 141

median 719 119

range 13122 577

rel std dev/% 143 68

count/# 53 108
Table39

t he

presenc

averages hiflo(w)
hiflo(s)
loflo

rel std de' hiflo(w)
hiflo(s)
loflo

counts/# hiflo(w)
hiflo(s)
loflo

season

function(s)*
inversion non-inver inversion non-inver inversion non-inversion

inversion/non-inversion process seasonal statistics - Gila at Safford(grabs)

function(l)*

1664 2411 338/1765 275/19(P191/152¢ 263/225
795 152 912/582 129/16(1040/654 145/172
278 155 278 127 278 122
137 520 83/144 55/19] 171/90 50/58
99 31] 89/100 51/87] 105/72  42/87
N/A 64 N/A 53 N/A 44
38 1 9/29 6/4] 11/25 417
14 2 5/9 6/19 6/7 6/15

1 7 1 7 1 69

*expansion/contraction

Table40



The upper table shows hamversion analysismmediately divdes all the flow data into high

and low Norrinversion isin terms of values and variabiljtgqual to loflow with values in the
100-500 cfs range and m@ive standard deviations arouB@90% The highvalues rangesand
relative standard deviatisiof inversion over the entire time span is due to the fact that inversion
occurs in both winter and summer.

The lower tabléTable 40)oreaksinversion numbers down imtwinter and summer values to
showhigher values in winter, lower summer but does hshowhigherrelative standard
deviationsduring summer expansi@sseen in the daily means. The situation for contraction
values higher than expansi@imghlighted with light brown)s rather worsened from the seasonal
averages picture.

There are stilh lot of numberspread out over fouables so it is probably a good idegpick
out t heragebiethetvarious vamries

flow 'best' values/cfs - Gila at Safford

over entire study time span

day means %< grabs %09
most representative 571 78 558 80
most central (medie 195 50 170 55
most common (moc 146 34 80 28

averages over entire seasons

day means %> grabs %>

winter  expansion 1832 23 1667 9
contractic 1068 28 1243 25

summer expansion 627 17 593 15
contractic 358 23 326 23

low flow 143 45 124 41

inversion averages in high flow seasons

grabs %>

winter  expansion 2191 9
contraction 1528 2
summer expansion 1040 3
contraction 654 2

Table41



The 6aver ahg &ita River dependsof only, of course on the time interval used but
alsoonwherethe interest liesThe flow value most commonly obtained in random visits to the
site over the study time sparould not be the average ke modewhich isaround 146&fs.

The value most representative of bbtgh and low flow is the averagleough ttat exact flow
value is seldom actually obtaineal7(L cfs- 0.04% in daily mean®58 cfs- 0% in grabs). ken

the range 50@00cfs around the averagepresentsnly about 3% irboth daily means angrab
samples

Inversion averages are the averagdsigifi flows, not all flows, in a high flow season. Here, the

highest numbers are the best because they are the averages that differentiate these highly variable
periods the most from each other and from-maersion flows. They are, theoretically at least

are therefore the most representative numbers available. For these reasons, function(l) values
give the best results and are the ones wused i

The seasonal function(l) analysis, is actually a fairly crude analyisho way of

distinguishing side peaks from staalbne peaks. It is not hard to imagine that the program

could be elaborated by including some sort of criteria based on the height of the largest peak in
the season. But what is easy to imagine is noaydveasy to actually do without getting very
complicated and very arbitrary so the function(l) analysis was not developed further.

The dil emma related to the use of averages ha
bit. The more narrowly dafed, the more tightly circumscribed a population is, the more likely

its average will be highly representative. 2191 cfs is more representative of winter expansion

flows than 570 cfs is of all flow values. But the gain in specificity is a loss in wrdugtasp.

What 570 cfs means in terms of all flows is immediately knownt i s t he & most 6 r €
avail able number even i f it is not O6highlyd r
a winter high fl ow sentaespmeess oftseasobaeflowrdetarminatiop f u |
(10 day rolling averages, 2000 cfs max, 1 year scale) has to be explained, as well as the
winter/summer distinction and the expansion/contraction distinction and how they were

determined.

The fact howevertha the straight seasontinction(l) analysielps clean up the order of
expansion/contraction mess of the function(s) analysis of the grabs suggests that part of the
problem is the function(s) method itself. The fact that the inversionfmansion funaon(l)

analysis does as poorly as function(s) shows that low total sample counts are probably also a
factor. Note particularly that contractions have counts typically two or three times higher than
those of expansions. With random sampling intervals, tdal sample counts, more contraction
than expansion samples, and more low than high expansion values, it is not surprising that the
odds are skewed in favor of low expansion and high contraction averages. Analysis can divide
and divice to reach more andare representativealues but there is a point of diminishing

returns and that is precisely at the point when sample counts get too low.

The seeming problem of contraction values hig
used t o 0 s ohfactthat may not bp intuitivelysevidénd contraction is part of a
high flow period and as such inputs are still open somewhere in the system. New, smaller inputs



may still be opening and the inputs for the main pulse, while diminishing, arsedic that,
theoretically anyway, is the situation only in low flow periods.

The big picture view of flow is a winter season with higher flows and lower variability and a
summer season with lower flows but higher variabiligme numbersan now be addktothe
characterizatiof theclimatology affecting th&ila made by the earliest USGS researchers.

The winter fronal pattern leads to widespreateadyprecipitation activity across the state.
Some areas are favored, particiyagh e o6r i mé country where el evat.i
leading to cooling, condensation, and precipitation. Others,asuttfecentraldesertsnot so
much andsome years it may ke only rain they will get all yeafThe period hasariable start
and endlates, as early as Septembandas late as Marclit lasts on average about 138 days but
can be as short as 16 or as long as 249. The winter higlsélason reaches its zenith
(maxpulsesome 40 days after the start date. Precipitation evenssraiéer early on, becoming
progressively larger up to the zenith, then diminishing in size and occurrence until the end.
Averageundifferentiatedvinter flows are around 1356/- 2000cfs (grabs) Max inversion

flows, differentiated byexpansion and coraction are2191 +£ 3912 while noAnversionmin
contraction flows are Z2+/- 131 cfs. Noanversionflow is clearly less variable than inversion
across the board.

The convetive storms of summer follothe most predictable, least variable part ofytbari

the MayJure,s pr i ng 6 dr pop dpsuddenlydwitfEdmetiynes violent outburstd

thunder andarge downpoum small areas which can cause flash flooding. Typically the so

c al bummhermonsodn i s shorter t hauvwerage 83alaysiutrcandeaasfew a s o n
as 8 or as long as 141 days. It can begin as early as June or as late as August. It reaches its zenith
slightly earlier than the winter at around 38yd andollows the same progressively larger then

smaller events going asytoticallyto zero Averagesummer flows are around 400 682 cfs,
Inversionexpansiormaxflows are asigh as1040+/- 1092and norinversionflows aslow as

145+/- 61 cfs. The range of values is narrower in shenmer than the winter but individual

flowsi n t he O6headd anethoraartiable. The maxfmaxtohad flowsusr v e

summer (90000 cfs) not winter.

But while the overall analysis helps quantify the seasonal picture, invéasorevealed real

problemi namelyan inversion in a loflo periodh e &6ésol uti ond to this pro
even giite reasonable. Thaatewith the offending datal2/8/2004, is the first day of the fall

dry-down season in 2004. It is not reasonable to treat séasgimbandd@&nddates as if they

were set irstonel these g arbitrary begining and endhg pointsof an analysisvith no

particular significane keyond convenience. &ke 12/8/2004 the $a day of the 2004 summer

hiflo season and voilaproblem solved! Put it down to operagrror in season determination

The only problem with this solution is that, if there is any integrity left in this world is

morally wrong.Season determinations and inversion date determinations were done separately
with the intent of o6letting the chips fall wh
determination is little less than criewgt what youwant to find. The season and inversion



determination data wibe examined but not changedhere isan inversion in a loflperiod and
it has to be dealt with

Looking at two views of the rolling 10 day averagéshe daily means show why 12/08/2004
was determined to be imlow flow period.

daily means rolling 10 day averageGila at Safford daily means rolling 10 day averageGila at Safford
2000 600
1800 550 loflo season begin/end dates
1600 500
1400 450
1200 400 grab sample
2 1000 2 350
800 grab sample 300
600 250
400 200
200 150
0 100
11/25/20034/20(B14/2004/23/206412/2008/1/2008/20/2004/9/2002/29/2004 7/2005 11/30/200412/5/200412/10/2004.2/15/2004.2/20/2004.2/25/2004.2/30/2004
date date
Figure51 Figure52

The grab sample follows a small flgweakwhich is considered the final peaktbe summer

2004 hiflowseason and is part oflat section before the winter hiflow seasairthe next year

This interval is somewhdtigher than the average loflo period (143 efis)l it is true that the

flow just previous tadhe summer high flow seas@n200 cfs)is not reached after the season is

over(~290). But the loflo designation is as muehmatter ofow variability aslow magnitude

and this is definitely low vaability given the scale usehilet her e woul d be dédno
fouu 6 i n moving the season lowéaogifoninversaon and,bsysuch,ne d a
worth looking at.

Could there have been a problem in the designatid2/8f04 as an inversion dat€@mparison
with the previously shown inversion/noninversion (HCOS0) dataaverageshows that,
though the differeces are low, there is no error. The charge % graph clearly shows HCO3>Cl.

summary of inversion/non-inversion average values over various analysis quantities with two problematic dates
- Gila at Safford(grabs)

amount % amountmass %mass volume %volume conc %conc  activity  %activity mol e ionicity  charge%
noninvda -7.3 -13.3 30.8 -0.004 -0.015 -0.003 -0.003 -0.006 -0.003 -0.005 -7.3 -7.3 -12.9
inv data 455 9.5 1966.8 0.006 0.946 0.003 0.001 0.002 0.001 0.001 455 455 11.3
12/03/08 491 0.0081 0.2103 0.0035 1.2E-05 2.2E-05
12/08/04 1.5 1.5 667.5 0.008 0.298 0.004 2.0E-04 3.5E-04 1.9E-04 3.4E-04 1.5 1.5 1.4

Table4?2



charge % major ions vs tim&ila at Safford(grabs)

40 . .
inversion grab sample
35
Ca
< 30
GEJ’ 25 Mg
820 —=—Na
o
15 ——Cl
10 SO4
5 —s—HCO3
0

12/20/2003 3/29/2004 71712004 10/15/2004
date

Figure53

278 cfs is a problem because it is a Al ow flo
inversion date flow value, is not because s a i h i grtversiohsanmplé That?78 cfs

shows the presence af apen input while 279 does not suggdisét an increase in flow is not,

by itself, enough to makie claim that anew input has opened

The source of higher sodium and chloride on the Giladist®vered athe result of numerous
investigadions of various reaches of the San Franceaoand the area of th€lifton Hot

Springst For more insight into the principles and
textbooks in hydrologyjHer e onl y a very cr uihespecdaton eadiern go wi
that inversion flows are coming from outside the valley, basedgoiess from the flow

topology, is generally upheld by comparing the HCO3/CI activity ratio averages by season: loflo
=0.5- 0.7, summer hiflo = 1, winter hiflo = 2.

The distinctiormade by hydrologists et ween O bas ef Isoggedtsauseful st or m f
distinction in sources Baseflow is the groundwater seepage that keeps some streams flowing in
extended periods with no precipitatioBroundwater tends to have fairly constant composition

while storm flow compositions can vary wildly because of the rmggdf different tributaries.

This fact means a distinction c assoulwceflowdthd e bet
the former being closer to a 6closedd system



HCOZ2CI amounts vs flowGila at Safford(grabs)
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HCOZ2CI amounts vs flowGila at Safford(grabs)
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major ion concentrations in base and inversion flowala at

Safford(grabs)
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A problem exists becauseconnectiormas been suggestbdtween low flow and &losed
system. What inversion showss that that is a false identity, at least in the way low flow is

currently designated. f t her e i s

any

true Obasebd6 fasow appr

agroundwater flow(spring source)it is somewhere in thlow flow region below 278 cfs at

just doesnodt exi st

a t Evenlinla cl¢sedsystemsmallchamge ilAr i z o n a

volumecould just be @&emperature related fluctuation. Ade increase in voluma a closed

system howeverwould probably indicateaa n e w

i nput and a switch to

(The reason for the somewhat obsessive insistence on finding a closed system is due to the
important role of closed systems in developing the thermodynamics laws, a subject which will be

discussed at a later pdin

The problem of an inversion sample in a low flow regime, then, remains. It is hard to imagine

new inputs at such lowflolBut o0 hi gho

a natter alllarbitnady ddsignations and e

the relation of flow to amount is strong but mothout some wrinklesDespite this exception,
inversion is still very muchat this stagean average aabove average flow phenomenon: that is,

in the nonnormal portion of the flow distributions.

To this point
sample date But flow itself has no inversiorisi t

7

0 i n vleokisgiatbow on inaansoh andanisversica s

me ant

i s tirntlee water that imwers. 6

Keeping in mind the topology of the area (p. 36) and widening the scope of analysis from major
ions to TDS and TSS allows one to oatalize why the patterns of flow and ebtgwn are what
they areThe patterns here are not of flow itself but on things affected by flow.



At Safford, relatively highfDS concentrations are a sign of what is to come for the Gila. Just as
water will find the lowest spot in an area, lying there stagnant and condensing until nothing is
left but a salt residue, so the rivers of Arizona head from the north, south, ataltkasireat

central flatland bordered by Phoenix, Tucson, and Yuma. This area becomes a huge sump for
water to concentrate, particularly during the hottest parts of the year.

Picking three points along the Gila in order of descending elevation, Saftatiespie Dam

Dome, illustrates the trends. Besides decreasing elevation (3059, 809, 10 ft above sea level
respectively), there isicreasing drainage aret9650, 5785078740acres), increasing max
temps(33, 34, 36 C) and decreasing annual rair{fall, 8, 3 in (Arlington for Gillespie, Yuma

for Dome)) As a result of these trends, TSS goes down (831, 179, 61 mg/L) while TDS goes up
(627, 3188, 2517 mg/L) which is mirrored by average chloride numbers (163, 1078, 912 mg/L).
The fact that average TOS higher at Gillespie Dam than Dome may be due to the proximity of
the dam to Phoenix (about 50 miles southwestdmwehstream) and possible increased

domestic, industrial and agricultural water usage. Dome, about 20 miles northeagstaeam

of Yuma,would have primarily just ag returns (Welltdhohawk Irrigation District).

The major ions have different roles in these trends. Ca, Mg, HCO3, CO3, and SO4 form ion
pairswhich canpresumablyoin the suspended solids and, if conditions are rgfegiptate out

of solution (an attempt to verify these speculations will be made later). Na and Cl, however, form

few ion pairs and, in accord withthesca | 6 e du B i | i tthe @&stto précipitate ouof e

solution, resisting the impulse until the eedround them evaporatésaving them literally high

and dry. This situation makes chloride the perfect analyte for studyinggwa &écycl i ng6 ( t
differential concentratioand locatiorof solids, dissolved or otherwis@ asystemii t canodt d«
much ése than concentrate. Gila River water at Safford is almost always saturated with NaCl,

the solubility index being between 5 and 8 with very little variability even in inversion periods.

The above trends can be formed into what may be dalletigh élevation precipitation

regimed . l nput s t o fronmhighes elesationaare canpaddarbgly of rain water

and pick up suspended solids as they flow downhill. The infllevefTDS rain water tends to

dilute receiving water bodies which arsually higher in TDSSuspended solids are sometimes
visualized as clumps or bodies afloat in the stream. These need a certain momentum of water to
be kept in motion and, as drainage area increases and momentum drops, tend to fall out of the
system.

Sonewhere to the west of Gillespie Dam, the Gila sinks intgtband to reemerge neBome

AZ, aboutl70 miles southwest of Phoenixhdre may be underground current and/or mixing

with groundwater involved. All of this is very speculative, but if geneedenwquéty can be
usedasatracer t he water at Dome is the same O6stuffd
factored in.The dry river bed of the Gilaast ofDome is crisscrossed lmyany bulldozed

crossimgs. One is postedd He r e hé rhightw&i |+adif mocking the river were proof of

mands do mivery few yearsth® @ila floeds and runs continuously from New Mexico

to Yuma ast did yearround in days past, wiping ootanmade crossingsd signs and a whole

lot more.



Along the wg, it passes through what must be one of the loneliest, driest USGS water gages in
the country at Dateland AZ. The graph below illustrates both the long dry spells and dgcreasi
max flow over a span of aboli8 yearsThis graphwould tend to suggesitatthe river is both

resilient and gt dying: are we witnessing tffieal throes in itsstruggle for life?Or is this

remark merely sentimental? Does a river careave any need to reach a particular place? On

the other hand, do we even know what theseguences of cutting off the circulation of the

waters of the world might be? Although it seems an extravagant claim, some have suggested that
the impounding of fresh waters in the northern hemisphere may be changing the tilt of the earth
on its axis.

USG5 89528288 GILA RIVER NEAR DATELAMD, AZ
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Figure 58

Looking at thehigh elevation precipitation regime fronicav elevation point of view produces
the O6high dr ai ®a g e ghetmeragimes/asgpcompatition with each other
in terms oftime and space which can be viewed alomg axes. Perpendicular to the spatial
(high to low elevation) axis is the time axis aygarticular site. fie annual wetlry season
fluctuationplays out along the tgmoral axiswith mins and maxs set by positiohthe particular
sitealong the spatial axis.

The high elevatioprecipitation regimavould dominatehe basirin thehigh flow years shown

in the graphThat is, the high elevation regirmpeshes its influence into lower altitudes, maybe
even across the whole rivieasin Each site along the way has relatively longer wet season
and/or higher magnitude flows than normalthe dry periods bet@en high flow yearghehigh
drainage area eyporation regimelominance stretches further up into lower drainage areas (i.e.
higher elevation areas) as the dry period continash site along the way has a relatively
longer drydown period than normarlhe alternation of wet and dry (dilution anahcentration,
expansion and contraction) is the same whether looked at in terms of different elevations at a
particular time or in terms of a particular elevation at different times.



It may be asked what the di f fiweregmes iatrodused oOwet

above. The answer is that wet and dry seasons apply to the flow process as a whole with both
expansions and contractions going on. The regimes, on the other hand, start to differentiate flows
by function (flow change in one or théher direction only, expansion or contraction). Because

flow is tightly bound to topology, high elevation flow control volumes can be characterized by
slope and elevation to yield the key expansion factor: momentum. As momentum drops and
water becomes rafively more stagnant, control volumes begin to take up mesefavoring
evaporation Theoretically a stream could be completely characterized at each point in time and
space by an expansion potential (momentum) and a contraction potential (the oHzeage i

content with time (temperature)). Each potential needs to be taken at each point even though the
spatial extremes may not change much from year to year. The point where one regime (typically
contraction) begins to predominate over the other withfartopological pattern in space over

time depending on temperatures. To reduce the jargon a bit: the line between the two regimes is
where water goes from acting (diluting) to being acted upon (concentrating).

(Some proof of the above speculation magdeght for with inversion analysis. But
unfortunatelyjnversions are few and far between, at Gillespie (16 instaneksyears), and

rareat Dome (4 instances in 28 yeafsh inversions occur at Gillespie in 1987, a known high

flow year, there is no293 data (a very high flow year) to examine, and only 1 of the 16

inversions occurs after 1994 (in 1995) with data in this dataset ending in 2001. But at Dome, 2 of
the 4 inversions seen occur in 1993 and another occurs in 1198 hpt possible to reta the

flow peaks at Dateland with inversion at Gillespie Dam and Dome because threy\tamg

frames do not allow enougtata to be lined up.

To this point, flow on the Gila at Safford has been characterized in a somewhat biased manner.
Interest in thenversion process has slanted the emphasis toward high fodow flow

portion of the flow distribution frequencies graph is, it will be recalled, aquitenal. Maybe

using oy normalflows will keep the flow/concentration response normal as well (though there
is no logical reason that it should) less important but more likely result is that the normal
portion of the flow distribution will make it easier to figénerallow patterns

The results of seasonal and inversion analysis on low flow are presented betoratidnale for
these analyzdsave already been discussed and will not be repeated herewifhew seasons
arelabelledby the high flow seasons they are bordered by: suntonginter (sw), winter to
summer (ws), and summeo summer () if a winter high flonseason was lacking. There
were no (ww).



There is little tano differentiationof the thredow flow seasonsThe outstanding feature of the
low flow regime is that it is almost always rowversioni that is, higher chloride than

low flow seasonal statistics - Gila at Safford
seas/func(s) func(l)
dymn grab dymn grab
averages/cfs loflo(s-s) 130 111 130 111
loflo(s-w) 175 169 176 169
loflo(w-s) 123 107 119 93
rel std dev/% loflo(s-s) 45 43 45 43
loflo(s-w) 39 42 39 42
loflo(w-s) 59 73 61 47
counts/# loflo(s-s) 2167 25 2149 25
loflo(s-w) 2002 20 1875 20
loflo(w-s) 1936 29 1603 25
Table43

inversion/non-inversion low flow statistics - Gila at Safford(grabs)

avg cfs rstd % cnt #

inv. non-inv inv. non-inv inv. non-in\

loflo(s-s) 111 43 25

loflo(s-w) 278 163 41 1 19

loflo(w-s) 93 a7 25
Table 44

bicarbonateThe one exception has been discussed and the only thing to add is that it comes in
the low flow season with thaghest aerage flow

Low flow periodsare usually more characterized by the high drainage area model than the high
elevation modelln the latter concentrations go down as flow gags But there areseven
examples among the gralmost of them during low floyweriods,of chloride (Cl)

concentrationgoing up when flow goes uplhis result could simply be due to higher flows
from thehigh chloridepostClifton Hot Springs San Francisco combined wadtvér flows from

all other sourcesA more likelyexample of thikind of situationaresac al | e d
river water is diverted to be run over crop lands. Excess water beyond the amount that is able to

infiltrate the soil runs back into the river with a certain amount of new and/or condeatsihl

0ag

in it. So there can bieoth loss of water from the system and addition of more cirated

materials

returi



It mightbeexpecedthat the dates themselves would be in the hottest, driest periods of the
month when the need for water would be greatastually, only one date occurs in May, the
othersare in October(2), November(IDecember(1l)and Januai2). Most are in low flow
seasons but one October ame danuary are in hiflo seasoi$e reason for the unexpected
time of season may be that,tire hottest, driest months of the year, the water is less desirable
than at other times because of higher salinity (TDS). No atterafiidean made to substantiate
thesesuggestioa people in the southwest are generaight lipped about their water age due

to fear of regulation.

The above problesof concentrations rising when fl@increase will be analyzed more fully in
what follows. For now it is sufficient to note that they smeall and exceptions to the rule.
Below are the monthly average camtrations in mg/L for sodium and chloriddis picture
showsthat in general, concentrations rigeer the same monthghen flowsaredecreasingot
increasingmay-jul). Thus thehigh drainage area evaporation regime at the heart ainy year
evenin high flow years whethehigh elevation precipitation regin& dominant The
competition for influencéetween the two regirsas not only across differegears but within
each year. Some sort of balance between the twayns tef area and tien isreachedn any
given year.

monthly average concentration Na &-@Gbila at Safford(grabs)
300

—o—Na
100 cl

1 2 3 4 5 6 7 8 9 10 11 12
month

Figure57

Reducing attention to the low flow part of the distribution helps not at all. The exceptions to the
flow-concentratiorcorrelation modeareusuallysmallbut theyincreasen number There are

new sources and inputs at wallringlow flow periodsnot apparent imigh flow periods

Inputs in a low flow regime are likely to be small and uncertainty in both flow and concentration
measurements increase as Wellarge scale dilution is probabgasier to quantify than an

increase in concentian due to a small influx diighly concentrated materidut low flow

periods argin generalmore representative of the evatgy behavior of the Gila (nden or

mode vs average) amadaythereforebe ketter periods to look for largemore gneral

flow/amount patterns

The graph to the left below shows the daily mean flows for each dayenthendriest month of
the year, from the entire time span of the stuidlynight beassumd that the high values for any



given day come randomly from any number of years but that is not the case. An examination of
yearmonth values (to right) shows that the values from the three highest series come from the
same years whi c h Inwteerwords, blllithe flowsare@omyng downs
asymptotically ot the wettest years come down melewly and reach their lowest poilater.

june daily mean flows by day of montiGila at Safford(dymns)

june flows- yearly by day of monthGila at Safford(dymns)
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Figure59 Figure60 (back)

This view of June flows just be@s be extendetlackwards and forwards in time. Below are the
daily mean flowsrersus the day of the yefar the three years with the lowest median flows,
2002, 2009, and 2011.

day mean flows three years lowest mediarGila at Safford(dymns)

Figure61

The picture is marred by the summer high flow seasbich appearsinallyegisut t he 61 ow
fl owd cur ve cegiarlyextrapaation (mageitse cutout the potion affected

by summer precipation. Thisd r i e st yoeudbesuSed asia referenceevaluate other

years.

But there is easier way of finding a more genenadlgvant curve. It is suggested by the day
the monthcurve pocedure used to create the Jgreph-- simply take thélow minimums for
each day of thgear over the entire time period of the study as the low flow cutvmax flow
curve can be created as welt comparisorbut, in that casgea rolling 10 day average (r10da) is



neededo reduce the noise. Below are the daily mean minsvand for flowvalues A similar
set of curves may also be generated for density.

low flow (mins) and high flow (rolling 10 day average maxs) curves vs min and max density(T) by day of ye&lla at Safford(dymns)
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Figure62 Figure63

The low flow and low density minimums are within a week of each détflew 6/20, density,
6/27. Themax flow and maxiensitycurve minmumsare both pushed to the righf their
respective min curves but theiimmums (minrmaxg) alsofall within about a weekdensity
6/30, flow 7/6. The highest temperature period of the yaascoincides withboth low flow and
low density.

There are, however, othéifference betweerthe varioudlow and density curveshe max
flow curve hassignificantly steepeslopes around isiinimum (sumner) than the minimum
flow curve. By contradihe maxmum densitycurve has a less stesjope in the area afe
maximum(winter) than the mimum curve The difference areenhanced in the following view
of mins/ maxs and their ntiples for flow (lef) and density (right)Fairly realistic nax density
curvescan theortically be createavith multiples of min density curves brgalisticmax flow
curves cannot be creatddm multiples of min flow curves

min, max density curves and multipleGila at Safford (daily means)

min, max flow curves and multiples vs day of ye@ila at
Safford (daily means) 1.001
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While the \alue curves haveimilar shapesut differ in detail thedifferenceof valuecurves
show where the respectiaeeas ohigh variability for flow and densityie. Below are the flow
(left) and density (right) differences vs the day of year using daily mean data.



min and max flow differences by day of ye&ila at Safford(dymn) min and max density(T) differences by day of yeaHa at
30000 Safford(dymns)
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The differences graphs for flow and density are exact opposites, with flenedcebeing

convex over the course tife year and density differenbeing concave. Wile flow and

density have similar curve shapes, the periods of maximum range of differences (variability) are
precisely the opposite withdt flow variability in winterand high density variality in

summer This difference hsimplications in analysié the lowflow period is the best period in

which to examine wide range oflensity change with lessterference from flow effects or the

max limit on density.

It is also possible to do a day of the y&doy) analysis on concentration but there are some
difficulties. Only grab sample data is available so most doy have only one datanmbi
dninimumgwith only one data point availabége not very meaningfuBelow are thesolvent
and sum of norsolvent concentration by day of year.

solvent and non-solvent concentrations vs day of yedbila at
Safford(grabs
(grabs) Assay
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Figure68

As has been seen before, solvent concentration closely follows the pattern of density while non
solvent concentration is pretty much a sine curve with an anomaly around Aug and Sep
corresponding to the summer wet sea3dre August drop in nesdvent concentration is where
temperature induced contraction collides with flow induced expaasidns faintly echoed in a

localrise in solvent concentration.



Putting flow and density minimum curves on the same graph witfsol@ent concentrations
brings the threenajor factorsflow, density, and concentratiosl] together on one graph.

minimum flow, density, and (all) solvent and nsolven
concentrations vs day of yeatGila at Safford

cfs, kg/L, mol/kg
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Figure69

1 nonsolv*10K —e—solv res*10K

This is the expectkpicture of a dry year with mimal departure from the essentiaflo season
(Mayi July) scenario lower solvent concentration with highnon-solvent concentration in a
low densitymatrix. The JuAug dip seemsnore truly anomalous here since there is no sign of
higher flow on the low flow curve to explain iThe above graph coveadot of information bt
is not as clear as it might be due to tise of residuals aralvariety of dimensions: cfs, kg/L and

mol/kg.

A better approach would lte reformulate the above in terms of the changes in volume of the
control volume.Flow is highly correlated to vame(Table 1§ andtotal relative vaimecan
thereforebe used as a surrogate for flow whle partiaimolarvolumecan be used for density,
its inverse Daily mean liow is converted from cfs to L and multiplied by csexond to yield

total rdative volume. Rily mean @nsity isconverted to a partiaholarvolume wih the

molecular weight of wateas surrogate for the solutioBoth sets of numbers use the day of year

mini mums from t he

day

poetianofthe dataifoc thoseadistebutiors e

It should be noted in passing tmatitherthe grab flow norgrabpartial molar volumes form the
same patteravhen put in day of year formattinghich result is probably justraatter of not

enaighdaysof theyearrepresented.



control volume total relative volume from min flow and partial molar
volume H20 from min dens vs day of yedgila at Safford(dymns)
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Figure70 (back)(back?2)

Theresultinggr aph suggests that a redefinition of 0r¢
change in direction but will be in terms of control volume values rathefflthardifferences.

Thenew definitionof pulse ashe poins of maximum difference of the twaurves the points of

maximum amplitude, is in line with the traditional use of the tdih.er e i s one Opul s
one much largerpulsein Janreinforcingthe picture of a twulse, twoseason yeaitt is with

this picturein mindt hat t he 6édi scountingd of the October
goodbstrategicd decision.

The two curves represent two aspects of volahrange The total relative volume is the volume
with respect to the o0utvwhiedhe patial mdladvolunielis¢ghe 6 e xt er
internal spackingg o a@materefrchapgimg amount of solution

while the latterthe inverse of density, & matter of temperature changbetwo effects are of
vastlydifferent magniides with théormertypically involving hundreds, even thousands, of

liters of solution while the |&tr are changes in tix10”75 or 6 L/mol range. Even when
multiplied by the number of moles, the partial molar volunmax changevolumes are between
0.02and 500 with an average around 4The winter season is characterized by total volume
expansion, inner packing contraction while the summer reason is inner packing expansion and
total volume contraction. The rise in flow dominates the winter seasonsé¢hea norsolvent
concentrations dominates the summer.

The above picture may be qualified by examining the variability of the parameters. The
variability of the total relative volume is the same as that of flow while the variability of the
partial molarvolume of water does not follow that of density but looks more like that of non
solvent concentration.



comparison external and internal volume range vs day of yEala
at Safford(daily means)
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Figure71

To elaborate further upon the relations, the points of intersection of the various curves can be
examined. In the characteristic, well defirgating May-Jun dry down, the total relative

volume of the control volume goes down in value and variabilityeathe partial molar volume

of water (the solution) goes up awnariability is tending downlIn the fickle fall (OctNov) dry

down, wide in possible span but usually narrow in practice, control volume values and variability
go up while the partial molar \wuume values go down with variability tending up. Magiability

picture complements that of the values abowespring the external volume is contractimigile

the internal packing is expanding and in fall vice vefsgse speculations will be put teettest

later.

These graphs complete the picture of the system as represented by the control volume in the
hypothetical constant low flow, low density regime. They arguably give a better picture of

normal flow and density patterns on the riverteant her oO6real 6 fl ow or den
flow mode and mediarr@ more representative of everydajues than the averagehe day of

the year minimums graph i s aithedatd sexad rmp loeg eafl 6
real minimum of milmumsfor any given day of the year) but the contexias; stringing the

valuesall together in one yeayields a curve that has never really occurted closely
approximatedhoweverby any number offsuméner prgcipitatoais @utc ur v e s

Thisnew view provides a clearer pictuwenormal behavior on the river as well as possibly

providing a better scale for comparison. Rather than comparing max flows to average, as is
usually done, it might actually be more meaningful to compaseage flow to minimum flow

A year whose average is much higher than the minimum curve might be considered more
fundamentally a Oo0wetdé year than one in which
average. This new line of reasoning could, theaatyiclead to a complete 4@efinition of the

owet & and O0dr yd s eemfbtlusrstudy ia chngaviochy gt thes stage intke b a s
game, is not going to happen

While of interest in theharacterization of flowand densitiesn the Gik, thelow flow picture
yieldsnothing about inversionThe points of minimum and maximum amplitude areviade to
make any connection with the occurrence or-aocurrence of major ion inversiohhese points



occur inall years, including those which no inversion occuyso any ausal relation seems
unlikely, At most these points may beoboparttohgthdel :
for it so to speak.

The low flow analysis has helped creatgaure ofgeneral flow pattesbut has revealed
problems in the basic flowoncentratiorcorrelationmodel used here. New sources and outputs
have to be conjured up to make sense of thMisle concentrations can go either up or down
with rising flow depending on relative input congatibns and volumes, amounts usually only
go up with increased flow.

There arehowever13 cases in the grabs of one or more major ion amounts going down with
rising flow. In one case, 4/7 to 5/8/80, all the major ions amount differences are nbgative
very small in magnitude, fron®.4 to-2.3 moles. The number of moles comes from
concentration differences that range frah® to-5.9 mg/L for analyzed parameters a@d for

the calculated parameter (HCO3). In these cases, the differences drky pmssenough to be
right around the sampling and analytical variability for the parameters. If errors in flow
measurement are factored in, the whole case may just boil down to error due to analytical
variability.

There are a couple other cases in ttabg, however, where the discrepancies seem too large to
write off as error. For the dates 1/12 to 2/14/79, Cl goes down by about 20witblasflow

difference of +220 cfsA complete analysis of the change over the two dates revealed no obvious
anomales. Like the 4/°5/8/80 case, the situation overall is a dilution, concentrations going

down with increasing flow, and, probably coincidentally, pH constant. Two other cases also
show large changeas amount {6, -8 mols) with increasing flow

Analyzingthe situation with a simple mass balance approach using concentrations and volumes
shows why there is a problem here. The equation for a typicairfdHe-river scenario, using
6C6é for concentration and 6V06 for volume, is

receiving + incoming = final

Clvl + C2Vv2 = C3V3

where
V3 =V1+V2
Vol ume is calculated from flow multiplied by

of the equation. Amount is found by multiplying C (mg/L or mol/L) by V(L) in the first
equation, liters cancel abovedabelow the line, leaving

M1+ M2 = M3

where M is mass in mg or amount in mols. If amounts are going down with increasing flow then
M3 is less than M1 which means M2 has to be negative, which is not possible. Both
concentration and volume can onlygsitive values (or zero), so no amount of fiddling with
either is going to alter the situation.



The above equation is, of course, an expression of the first law. The first law applies to the entire
universe, not necessarily to any particular portiornefitniverse. It has no time factahe
0secondsd6 in flow can be removed with the dis
equation. There is, however, a spatial distinction necessarily invbIMddoccurs before the

fork and M3 occurs afterThis distinction raises a sampling decision that has to be miaole

close to the fork are the before and after samples to be? Time creeps back into the practical
evaluation of the equation because, in a flowing river, how close to the fork is a ioj@ésime

to and from the fork. In fact, for the grab sample analysis here, the initial (M1) and final (M3)
sample points are spatially the same point and what separates them is time, incoming (M2) being
the sum of all inputs in the interim. The furtheaggwo sample points are in space and/or time,

the harder it is to show the first law at work becdusell, things change.

The mass balance is often used in water treatment systeon example, it was used to calculate
concentrations in a reservoirltding treated wastewater effluent used for cooling tower water at

a major nuclear facility. The equation is modified slightly to C1V1(inputs2V2(outputs) =
C3V3(final) to suit the new situatioKnowing plant effluent (inpujsand reservoir (final)
corcentrations and flows, it was possible to compare calculated to analytical concentrations. In
general, percent differences were around 0.7 to-5(tg 8) % for Ca, Mg, SiO2 and 2.5-+/

12% for PO4. PO4 results were particularly bad at two times gfetlié@ spring (Jun) and fall

(Nov) T where differences between calculated and analytical concentrations rose to 30% or
above. It was theorized that, PO4 being a nu
absorbing it in spring and releasin@s they died off in winter. The theory was, however, never
tested and the results became merely an interesting footnote in a larger problem of phosphate
removal which will be referred to again later.

Another apparent violation of the first law occurs when materials precipitate out of solution.

Here the necessary change is to expand the 0s
solution boundary where the precipitates have gathered.dasab, widening the system
spatially, temporally, or analytically brings

It should come as no surprise, therefore, that when the final sample is taken at least a month and
sometimes three or four monthier the initial, it may not be easy to demonstrate the first law.

But while the first law may not always be easily demonstrated, the verbal expression is easily
stated and intuitively obviousmatter at a macroscopic level has never been known to

sponaeneously appear or disappear, it always com
negative amounts are not possible, so if flow is going up, amounts must also be rising or at least
remain constant. OEl se there has to be a migh

While the M2 (change to the initial system) in the equation above cannot be negative, there is no

|l aw that says it candédt be a sum of two ter ms,
(2.1) and outputs (2.2) and bingosystems analysis would make auiip(M2.2) a negative

number. The new equation, with altered numbering for ease of viewing, is:

Initial + (inputsi outputs) = final

M1 + (M2-M3) = M4



C1lVv1l + (C2Vv2C3V3) = C4Vv4
Where
V4 = V1 + (V2V3)

The trick here is to make the output amount (C3V3)tgra¢aan the input (C2V2) with V4

exceeding V1 so that the overall situation is a dilution. The initial and final data, concentrations
and volumes (from flow) are taken from the grab sample flows and chloride data for 1/12/79 and
2/14/79.

the trick

initial (data from 1/12 and 2/14/79) final
cfs 1650 flow goes up 2600
Lin 1 sec 46723 73624
mg/L 44 22

V1 (V4-V1)=(V2-V3) V4
1) 46723 26901 73624
Lin 1 sec 46723 73624
mg/L 44 22
mg 2055814 amount gees-down > 1619732 s
(M4-M1) = (M2-M3)

2) -436082
calculator inputs outputs

cfs 1683 cfs 732.5<:|

c2 10 c3 44

v2 47643 v3 20742
checks

v2-v3 26901 compare to 1) above
c2v2-03vE -436223compare to 2) above
clvl + (c2v2-c3v3) = c4v4 1619591compare to equal sign above

Table 45



First, expressions for the requisite volume increase and amount decrease are worked out (1 & 2).
The input concentration (c2) is arbitrarily set to a low value, here 10 mg/L Cl. The output
concentration (c3) can be set to any convenient number but a nungeerttean the input and

lower than or equal to the initial keeps the results reasonable. An output flow (cfs) (marked by
big arrow) is plugged in, converted to output liters, input liters (via 26901+output L), and input

cfs (input L / 28.317/1sec). Usinige calculator, output flow is manipulated until cz2&/3 (in

box) is close to M1 (the #2 requirement) to any desired level of agreement. When the
requirement has been met, clv2 + (c2323) in the bottom line will be close to c4v4, the final
amount ofmaterial (marked by big equal sign).

Without any experience in water usage quantities in the area, it is hard to Kr&88 i€fs input

and 732.5 cfs outpuare very realistic. These would have to be actuéémwithdrawals such as
irrigation where wadr infiltrates the soil and goes down to groundwater (that is, is removed from
the river system entirely) all of this is purely speculative. And even if the situation is realistic,

this calculation is hardly proof that such withdrawals actually occuftesl model shows only

that amounts can decrease with increasing flow under certain circumstances without violation of
the first law.

The low flow analysis has found some interesgiegeraflow patterns (as volume) but has also
raisedahostcuesti ons. The questions first appeared
derived from topology (pp.6%90). They suggest that the simple floancentration correlation

used here has problems and these have been dealt with individually one by one.

Another approachone that dealsummarilywith the above problenis to normalize
concentrations with respect to floWith this approachresults do not depend on the normality
of theunderlyingdata {.e. it is aonparametri©approach)An example of sch an approach is
the Kendall seasonal tau tesed by USGS researched$ concentratioris normalized to flow,
thenflow effectivelydrops out of the picturas a cauself a trend is observed it it the result
of achange in flow and requires some other explanation.

This appoachallows trendsto be picked uphat might beotherwise have beenissedwith the
flow-concentréion correlation modelExamples araboveand beloweservoirs (where thiecal
flow regimeis changing rapidly) and near mine slag p{&®all flows of highly concentrated
material.)This methodmakes possible the accurate and precise determination of &tends
specific sitesincreased precisigmowevercomes witha loss in scopelhereareno trendsfor
the river as a wholsuch as thoseisualized by theregimesintroduced abovelhe method is
actually tooGsensitivéfor viewingthe general patterrand relationshat are of interest here.

It must be admitted that the hope weat th flowpattern would be found out @fhich inversim

woul d be seen to 0gr owdpe sprngs eterhad howdver,sandrarmther h a p p
attempt will be madéo find sucha flow pattern. his onewill start with the most fundamental

relations of amount/activity. Rather than lookufigectly atflow, the approackvill examine

amounts and activities in order to look at flow indirectly. The results of the attempt will be used

to set up s o madeanom direat sedrah fodanxttoeresi veeaeampal icti y o
in flow.



The definitions of inversion that have been developed all still apply here but the formulations

will be somewhat different. Beginning again with the major ions, the focus wilttslgfoups

of parameters. There will also be some changes in presentation such as, for example, shifting

from strictly annual timeseries graphs to graphs bounded bision status. A new method

combining correlation and autocorrelation analysis widbdle presented.

The correlations of the major ions with flow for a number of analyzes have already been shown.
Here the analysis is repeated for amounts and activities of four of the major ions and extended to

cover f

vV e

O v i e ws &traight values, elifferelncasof values] theonaturdl logp w :

of values, the difference of the natural log of values, and the natural log of the difference of

val ues.
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will be considered at a later time. The analysis uses all available grab data over the whole time
frame of the study.

When it is said that flow and amount are highly correlated to one another it is generally
understood

further

t hat
t hat

t he

redlad e om
6corresponding
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t hlet oi
e. t he

(amt)) should also correlate. The correlations that form a diagonal patterebdiove and Na

amount (Table 46e | o w)
of

coupl e

the pa

ar e

such

i rs, t he

ot hers
correlation is attempting an intersection between two sets of chronological déttésarat
always known how that connection is being made. About all that can be said is that flow at any
given poirt is a product of multiple inputsach of which varies in time. Here the multiples of ClI

amount appear to be less consistent, i.e. moreblaridnan, for example, those of Na.

relation flow and amount major ions - Gila at Safford(grabs
flow n ¥ £ 2 dn(flow) nt y o T |tyansgr
flow 1.00 0.58 0.65 0.33 0.33
N ¥t 2 & 0.58 1.00 0.27 0.54 0.55
In(flow) 0.65 0.27 1.00 0.53 0.47
N £t yo ¥t 2@33 0.54 0.53 1.00 0.83
ft vh ¥t 2 50.33 0.55 0.47 0.83 1.09
Clmol 0.57 0.08 0.79 0.35 0.31)
N/ £ Y2 ¢ 0.31 0.34 0.41 0.70 0.59
InClmol 0.44 0.10 0.87 0.44 0.32
Nn €t yv/ &t Y 2d.22 0.28 0.48 0.85 0.6d
ft vn/ £ Y2d.31 0.34 0.47 0.75 0.71)
Namol 0.87 0.31 0.83 0.37 0.35
N b I Y2 ¢ 0.55 0.78 0.44 0.78 0.72
InNamol 0.59 0.21 0.97 0.49 0.4d
N £ vbIl Y24d31 0.46 0.53 0.96 0.74
f VvV hbl Y2d37 0.56 0.50 0.86 0.99
HCO3mol 0.97 0.47 0.73 0.36 0.35
N1 / h« 0.59 0.95 0.34 0.66 0.64
INHCO3mnr 0.60 0.23 0.99 0.52 0.45
n € y 1 / 0.29 0.46 0.53 0.99 0.8(d
t vinit / 0.34 0.62 0.41 0.85 0.94
Camol 0.86 0.46 0.69 0.40 0.34
N/ I Y2 § 0.48 0.79 0.30 0.61 0.58
InCamol 0.64 0.26 0.98 0.53 0.45
Nn € v/ I Y 24d.33 0.52 0.52 0.97 0.8(d
t vn/ I Y2d.36 0.67 0.39 0.83 0.84

Table 46(back)

do

6correspondingd

not

Vi ews.
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Whil e there is no doubt o6flowd and O6amount 6
that the different parameters vary in the closeness of the relation. All the ions show a diagonal

pattern of i on anal ysi s offiowexceptCltiwhichisbleckedtoor r e s

highlight the difference from the other ions. This disparity does not seem to be due to the overall
variability of ion amounts (as opposed to the variability of individual inputs which may-be off
setting or selicancdling). As can be seen in the standard deviations and relative standard
deviations over all dates below, Cl moles actuallylhafarthe lowest relative standard

deviation with an unexceptional standard deviation. Na, on the other hand, has by faeste lo
standard deviation and a typical relative standard deviation.

variability Ml amounts
- Gila at Safford(grabs
std relstd
Ca 2.3 1.7
Mg 9 1.7
Na 0.002 1.5
Cl 13 0.5
S04 7 1.4
HCO3 56 1.7
Table 47

The diagonal pattesnof Table 46 above are, of couradijfacts caused by the selection of row
and column headers: any desired pattern could be achieved by rearranging @idmows.

But the corresponding views relation, which will not go away with different arrangements, is
probably an indication of a strong relationship. This is particularly true if the corresponding
views include high correlation between the straightesland/or differencemd flow, the most
basic signs of a strong relation.



relation flow and 2camount major ions - Gila at Safford(graQy
flow nNflow In(flow) nin(flow Innflow

flow 1.00 0.58 0.65 0.33 0.3
Nnflow 0.58 1.00 0.27 0.54 0.5
In(flow) 0.65 0.27 1.00 0.53 0.47
Ninflow 0.33 0.54 0.53 1.00 0.83
Innflow 0.33 0.55 0.47 0.83 1.0g
2%Clmol -0.61 -0.2 -0.91 -0.50 -0.5

heeCImol -0.27 —0.43 -0.44 -0.88 —0.8%
In26Clmol -0.76 -0.4 -0.87 -0.49 -0.5

NINn2eCImc -0.38 -0.79 -0.38 -0.81 -0.79
Inh2eCImc -0.25 -0.4H5 -0.38 -0.80 -0.83
2%Namol -0.66 -0.34 -0.87 -0.52 -0.53
nedNamol -0.30 -0.59 -0.37 -0.83 -0.79
In26Namol -0.69 -0.4 -0.82 -0.51 -0.53
NninedNam: -0.32 -0.6 -0.33 -0.76 -0.74
Inph2dNam: -0.24 -0.53 -0.33 -0.80 -0.79
2 oHCO3nr 0.50 0.15 0.87 0.44 0.43
NedHC 3T 0.19 0.3 0.46 0.84 0.74
IN26oHCOZ 0.41 0.1 0.88 0.46 0.4d
NinedHC G 0.15 0.23 0.48 0.86 0.64
InheddCaG 0.14 o.21 0.42 0.73 0.7(d
2%Camol 0.32 0.149 0.53 0.37 0.29
NheesCamol 0.15 0.25 0.25 0.51 0.43
In2Camol 0.42 0.1 0.73 0.41 0.34
NineeCam: 0.21 0.3 0.38 0.71 0.59
Inh2ecCam: 0.01 0.19 0.08 0.37 0.2(d

Table 48

In terms of % amount (the mole fraction, above), the major ions form a different pattern with
respect to flow. Here all the views of all the ions, except Ca, areyhighielatedbnly tothose

views of flow that use the natural log. There is also apaitern with the straight value % and
natural log of % of the ions correlating with the natural log of flow while differences correlate
with differences. Thisalternagn | i ne pattern is a different,
within the natural log area.

The difference of the logarithm and the logarithm of the difference are not the same thing,
yielding different numeric results, but often have similar cotigria. The situation of %amount
correlating to the natural log of flow is judged to be a less direct correlation because it is
assumed to be a correlation to a part of, not the whole flow. Only In%mol of chloride correlates
with flow as a whole. (The sulgeof the natural logarithm and underlying patterns will be
worked out more explicitly in what follows)

The activities of Na & CI (below left), but not Ca & HCO3, show the same high correlations

with the natural log of flow as the % amounts. Taking thregye of the activities (below right),
however, shows that Ca & HCO3 also take part in the correlation to a pattern in the flow though
to a lesser extent. Both activity, a relative amount, and % activity, a relative relative factor,
correlate more like %maount than amount.



relation flow and activity major ions - Gila at Safford(grabs) jrelation flow and %activity major ions - Gila at Safford(grab
flow nflow In(flow) nin(flow Inpflow flow nflow In(flow) pin(flow Inpflow

Clact -0.29 -0.09 -0.79 -0.44 -0.24%Clact -0.61 -0.29 -0.91 -0.50 -0.59
InClact -0.09 -0.16 -0.40 -0.73 -0.43n%Clact -0.27 -0.50 -0.44 -0.88 -0.89
InClact -0.70 -0.34 -0.95 -0.52 -0.5@In%Clact -0.76 -0.47 -0.87 -0.50 -0.5]]
|nInCIact -0.35 -0.62 -0.47 -0.93 -0.84nIn%Clact -0.38 -0.71 -0.38 -0.81 -0.79
InnClact -0.11 0.01 -0.21 0.06 0.09Inn%Clact -0.26 -0.44 -0.39 -0.81 -0.85
Naact -0.31 -0.11 -0.79 -0.45 -0.294%Naact -0.66 -0.37 -0.86 -0.54 -0.54
InNaact -0.10 -0.17 -0.40 -0.73 -0.43n%Naact -0.30 -0.59 -0.37 -0.84 -0.79
InNaact -0.66 -0.32 -0.96 -0.53 -0.5@In%Naact -0.70 -0.43 -0.81 -0.52 -0.59
InInNaact -0.31 -0.57 -0.47 -0.95 -0.84nIn%dNaac -0.33 -0.64 -0.33 -0.77 -0.79
InnNaact 0.02 -0.01 0.00 0.06 0.0Inn%dNaac -0.24 -0.59 -0.33 -0.80 -0.74
HCO3act -0.53 -0.31 -0.43 -0.23 -0.24%HCO3a 0.50 0.1§ 0.87 0.43 0.43

HCQact -0.26 -0.49 -0.09 -0.29 -0.3gnYHCBa 0.19 0.3( 0.46 0.84 0.74
INHCO3a -0.58 -0.35 -0.45 -0.24 -0.2qIn%HCO: 0.42 0.1]] 0.88 0.45 0.44

InHCGa -0.30 -0.56 -0.11 -0.31 -0.4QNINYHCQ 0.15 0.23 0.49 0.86 0.64
InnHCGa 0.18 0.00 0.17 0.01 0.04Inn¥HCG 0.08 0.15 0.42 0.74 0.71
Caact -0.38 -0.14 -0.70 -0.33 -0.29%Caact 0.37 0.14 0.61 0.38 0.32

Caact -0.11 -0.21 -0.30 -0.55 -0.4Qn¥Caact 0.17 0.27 0.28 0.55 0.47
InCaact -0.55 -0.25 -0.80 -0.41 -0.4qIn%Caact 0.45 0.14 0.80 0.41 0.35

InCaact -0.21 -0.40 -0.34 -0.68 -0.6dInIn%Caac 0.21 0.33 0.43 0.77 0.63
InnCaact 0.03 -0.03 0.01 0.04 0.0 Inn%Caac 0.00 0.14 0.06 0.28 0.1Q

Table 49 Table 50

Cl shows ondnigh correlation to flow as a whole, In%act CI, analogous to In%molCl for amount.
So do the natural logs of the % amount and the % activity obi@élate with each other?

correlation Cl amt/act
-Gila at Safford(grabs)

In%ClamtIn%cClact
In%Clamt 1.00 1.00
In%Clact 1.00 1.00

Table 51

This example seems to show that two functions that correlate to another (flow), correlate to each
other. But the correlation is a little too good: a correlation of 1.00 is always a little suspicious

(except among the ohar functions). Here particularly so since the original correlations of the

two with flow are not perfect and ak76). actuall
This result may just be an artifact of the analysis but it is one that has ledresare.

Early on, a large matrix of the fundamental quantities was created to show the expected high
correlations between such related quantities as mass and amount. Such high correlations can be
pointed to as trivi al , meintercormelationaratyixtof fundaménwaimat i c
guantities can be produced using 1) inversion dates and 2hvension dates only. Under

inversion, not only are concentration and activity highly correlated to each other, as expected,

but they are also highlgorrelated with the mole fraction whereas that is not the case with non
inversion. That means that, under inversion, the activities (i.e. concentrations) have among
themselves the same interrelations as the individual What that in turn means for sgs

function is not cleaand is left to stronger heatisdetermineThe opposite result, having the



high correlationinnom nver si on sampl es where

Na+ Cl

i s

S

onormé, would have fit pr ea duaecsienis;ater allnnottthe o n s

norm... isit?

Two factors in evaluating correlations are at play here. First, some correlations are more
interesting than others because of the analyzes involfiading a good correlation between

mole fraction ad activity seems important. Second, some correlations are more significant than

others because of the nature of the relation. As a simple example, percentages are always highly
correlated to each othérthey have to be because raising the percentageeoitem necessarily

lowers the percentage of another or multiple others. The correlation is therefore considered
trivial. But when values correlate with their percentages, it seems to be saying something about
both the values and the perceintsamely, tlat changes in the two are proportional which means
that they relate as one 6compl etebd

It does not appear, no matter how meaningful the correlation may be, that if A correlates with B

set

t o

and B correlates with C, A will always necessarily cateelwith C. The amount of sodium is

highly correlated to flow (0.87) and to the amount of chloride (0.88) but the amount of chloride

is not highly correlated tthow (0.57) except in the forrmP6Cl amount. Whether chloride
amount is highly correlated wiffow, and whether the ABC relation holds, depends, it appears,

on how strictly the corresponding views are stuck to.

Shifting attention to the group Na+Cl (below) reveals some new relations. (In the remainder of

the study, Na and Cl are sometimes labeleda® Na Cl 6 or O6Na&Cl 6
or the sum of the two for whatever analysis quantity is being looked at) Most of the high

correlations involve logarithms, differences of logarithm, and logarithms of differences as with
Na & Cl ions. Belav are the correlation coefficients for flow vs amount (top) and activity

(bottom) of Na+Cl in the same five different views.

relation flow and amount/activity Na+Cl - Gila at Safford(grabs)
flow nflow In(flow) nin(flow Innflow

amt Na+Cl 0.79 0.24 0.84 0.37 0.35
Nn(amt Na+CJ) 0.49 0.65 0.45 0.78 0.71
In(amt Na+Cl) 0.55 0.18 0.94 0.48 0.38
N(Inamt(Na+C)) 0.29 0.42 0.52 0.93 0.71
In(nh amt Na+C) 0.37 0.42 0.52 0.81 0.83
actNa+Cl -0.30 -0.10 -0.79 -0.45 -0.29
Nn(actNa+C) -0.10 -0.16 -0.40 -0.73 -0.43
In(actNa+Cl) -0.68 -0.32 -0.96 -0.52 -0.50
Nn(InactNa+Cl) -0.32 -0.58 -0.47 -0.94 -0.84
In(hactNa+C) -0.25 -0.35 -0.48 -0.71 -0.74

Table 52(back)

The high correlation of amount to flow of the group Na+Cl presumably cborashe same
relation with amount Na not found with amount Cl. The relations between In %amt and In % act

but

of Cl ion with flow are, if not lost, at least diminished (blocked below). It seems that if one

e e
0]

ano

ar

e



parameter i s corr el amnetlhatidbongd sbnoeworralatiah todhe group s n 6 t
that contains both but it may be diminished in value. Blocked areas are where it might be

expected, based on the ions, tafhgh correlations but where they are less than might be

expected

relation flow & 2%6amount/activity Na+Cl - Gila at Safford(grg
flow Nflow In(flow) nin(flow Innflow
flow-grab. 1.00 0.58 0.65 0.33 0.33
Nnflo 0.58 1.00 0.27 0.54 0.595
Inflo 0.65 0.27 1.00 0.53 0.47
[N (IN(flo)) 0.33 0.54 0.53 1.00 0.83
In(n(flo)) 0.33 0.55 0.47 0.83 1.00
amt 2ocNa- -0.64 -0.31 -0.91 -0.52 -0.59
n(amt 9aN -0.29 -0.54 -0.43 -0.88 -0.83
In(amt %__-0.734 -0.40 -0.86 -0.51 -0.532
N (Inamt(e4 -0.35 -0.66 -0.38 -0.82 -0.8d
In(h amte -0.29 -0.50 -0.45 -0.85 -0.9]}
act 2oNa-+ -0.64 -0.32 -0.91 -0.53 -0.59
Nn(act2d\a -0.29 -0.55 -0.43 -0.89 -0.89
In(act % -0.41 -0.86 -0.52 -0.53
Nn(nacwyed -0.35 -0.67 -0.38 -0.83 -0.8(d
In(h acted -0.26 -0.41 -0.43 -0.73 -0.84
Table 53

Two sets of patterns for correlations with flow have thus far been foilveddiagonal,

corresponding views of amount which is considered a strong correlation and the natural log
correlations of %samount and (%)activity with their own looser, corresponding aein and
differences, which are considered more indirect and therefore possibly weaker correlations. The
correlations with flow of the group Na+Cl seem to grow out of similar correlations of the
individual ions, with some differences. There is bothedation to flow as a whole (Na & Na+Cl
mols) but more correlations to underlying patterns in flow (In).

Do the high correlations between flow and major ion amount/activity have anything to do with
whether there is any relation to high autocorrelation? éartelations of major ion amounts and
activities will be run and then compared to high correlations to flow for the respective views.
Below is the autocorrelation graph for the activity difference of Na+Cl and a table of %omax/min
at 6&12 mos. results fot and other views showing fairly high autocorrelation. ( > 0.70).



Autocorrelation- nNa+Clact gila at safford(grabs)
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values

percents n(amt YdNa+C)

In(n amt ¥dNa+C
agAlnamt(%Na+

autocorrelations Na+Cl 266&12 mos peaks
- Gila at Safford(grabs)

amount

n(actNa+C)
ndnactNa+C)

0.8571n(act¥YdNat+C)
0.8571In(nh act¥dNa+C)
0.7429 n(Inact(¥dNa+C))

activity

0.9144
0.8857

0.8571
0.7144
0.7714

Table 54

The only high autocorrelations among the straight values are for activity and involve differences.

pact ( Na+Cl ),

correl ated to both

corresponding high correlatido flow while the next highest shows high correlations not only
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with the corresponding view batso withanother, seemingly unrelated, view. If high activity
autocorrelation does not come from high correlation with flow, where does it come from?

The %NaCl amount and activity autocorrelations are a notch lower than straight value
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amounts for all but Clpst in the activities, but reappears for Na and Cl and Na + Cl in both %
amount and % activityThe highest autocorrelation for ion activity has no corresponding view
high correlation with flow, but lower autocorrelations have high correlations to two views of

flow that are highl

y correl

ated

t o armexubd

ot her

of high autocorrelation and high correlation to flow and it is significant that the two are the only
views of flow that correlate with each other.



To avoid confusion between O6high correlationd
(of amount or activity) one small change in terminology will be made. Rather than speaking of

0high autocorrelationdé, the terms O0highly sea
where the autocorrelation calculation itself is being referred to. Gmfis less likely with
0high correlationdéd and oO60high seasonalitydé sin

correlated to each other are not necessarily seasonal as well.

Using a group like Na+CIl may obscure things, so here is the seagond#fie different views of

the major ions sorted from largest to smallest. Lines are used to (arbitrarily) divide high from

l ow with dédinterestingd seasonalities that are
Na & Cl, as expected, domimaall but amount. Note also that activity is unique in having the

highest two seasonalities being simple differences while the highest % amt and %act are diff%CI

for both.Activity also has a large drop from high to low seastonaldt seen in mols, %omqler

Y%activity which show very gradual decline.

autocorrelations major ions - Gila at Safford(grabs)
mols % mols act %act
t ynbl Y2d.89n2/ f y2ft086nbl |- OG 091n:/ t |- OGo.84
tynit / 0.83n t yz7z / 083n/ t I OG 0.89f y nz/ £t |- AB&
t yn/ I Y280t y n:'z / 083nft y/ t I OGi89Nn £ yz'z/ ¢ I-gg
n t y I / 074"z b I Y2 t0.74n £ y bl |- &4isgn:’z b I I OuU0.77
Nt vbl Y2d.71n f yz7z 1 0.77nft yv/ I I O@54n £ yzz t 0.74
Nt yv/ I Y24d.69f y n:tz | 0.77 Clact 0.49nz"z 1 [/ '} 0.74
t yn/ t YyYz2ada.eon £ yz'z t 069n/ I - O 0.49n £ yzz | 0.74
n bl Y2 ¢ 0.60nz"z 1 [/ 0.69 Naact 0.46t y nzlz | 0.7
Nt yv/ t Y2ad.57f y n7z t oe6n t y1 / 0.46ft y N2z 0.6
N1 / h« 0.51 %CIlmol 0.46 InNaact 04372/ I I OGO.5
n/ I Y2t 0.51 In%CImol 0.46 InCaact 0.43 2%Clact 0.4
n/ £ YyYz¢ 0.40 2%6Namol 0.43n 1 / h o I OGiI40 In%Clact 0.4
InNamol 0.37n:2/ I Y 2 f 0.43 Caact 0.40n £ yzz / 0.4
Namol 0.34 In2%Namol 0.40 InClact 0.37 2%0Naact 0.4
INnHCO3mr 0.34n £ yzaiz / 0.40 InHCO3au 0.31 In%Naact 0.4
Table 55

The seasonality of the Na+Cl group seems to grow out of similar seasonality of the ions but

viewing those does not clear up any of the questions on the relation between correlation to flow
andseasnal ity. There is, however, one O6view, 06 th
be possible to exploit to get more information.

Finding high correlations with | ogarithms has
other words, the me fraction is not directly related to flow or change in flow but rather to a

distinct subordinate pattern within the flow (a flow within a flow). The idea of functions within
functions is due to Fourier who found that a sine wave is made up of acambimat of Oi nner
sine waves. A logarithm, by analogy, is a simpledevolution of patterns of multiples.

Since the natural log of day mean flows is highly seasonal (0.89) but the natural log of grab

flows is not (0.37), there must be an underlying patiethe day means not present in the grabs.

It is natural to wonder if data could not be added to create quettteanin the grabsAssume

constant flow, say 1000 cfs (autocorrelation = 0), on the grab sample dates, add the seasonal test



pattern (stpyalues and take the log (In(1000+stp)): the result is a high autocorrelation, 0.86,
with a damped oscillator pattern as expected. But a similar procedure, adding stp directly to the
grab sample flowggrbflo+stp) yields only low autocorrelation, the weak signal of the added

flow (stp=0 to 6) is lost due to the higher magnitude and variability of the grab flow.

If the seasonal test pattern is modified slightly by changing 0 to 0.01 (which does not change the
autocorrelation result but does avoid problems with the log), then the log taken and divided by
the grab flow, the resulting function also shows high seasonality (%6&12pea84)<l8elow

left). Shown to the left below are the stp pattnd to the righ below,t h e

flows for 1977, which brings out an interesting aspect of the natural log.
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distressing aspects of the use of logs. Mathematically it is just the result of dividing the flow by
a number smaller than one. But it suggests that high autocorrelation using logs may mean two
different things. While In(grbflo+stp) does not yield high autocorrelation, multiplying the
seasonal test pattery 000 does (In(grbflo+stp)*1000 But comparing the original receiving

flow with the newshows that the latter is o t

r eveallingbg paan tdéu md art

al

imposing a new pattern by a huge influx of new flow. It is still necessary to look at the
magnitude of receiving and incoming flows to know whether the high autocorrelation of a log
function is picking up an underlying on anposed pattern.

A more direct

approach

with a better

chance

examine the natural log of the daily mean flows of a tributary of the Gila. The USGS daily mean
flows from the San Francisco at Clifton were dowdkeéfrom the internet, some 36000 values
from 1911 to the present with gaps. Average flow on the San Francisco is, over the period of
record, about 209 cfs or less than half that of the Gila. Daily mean flows on the San Francisco,
with a min of 1 and a mxaof 4680, are at times greater than those of the Gila but only about
0.65% of the time. It was hoped that the straight flow values would show high seasonality but
they do not. The natural log of the flow, however, does show high seasonality (0.97)iegggest
that the underlying pattern in the Gila may be coming from an underlying pattern in the San

Francisco.

ounderl yingbo

ec

o



Is the pattern found in the San Francisco the same as that found in the Gila? The answer brings
out some of the factors involved in autocorrelason al ysi s and a finding
first run of Inflow of the Gila day means (seasonality 0.89) with Inflow of the San Francisco day
means (0.97) using all available data for both has a correlation of only 0.62. What is being done
here is tle autocorrelation output of coefficient vs lag time of the two runs are being correlated to
each other.

Sometimes removing long data gaps from data to be autocorrelated improves the results so this
was done for the San Francisco data. It did not chdreg8an Francisco autocorrelation much
(0.96) and only improved the correlation with the Gila values (no data gaps) slightly Thé6).
graph belowshows the results of the first run attempt to correlate autocorrelations with different
time frames (0.66).

correlation of autocorrelations Indymnflo Gila (192611)and
Indymnflo San Francisco (192021)

coefficent
o
w

lagtime
Indymnflogila Indymnflosanfran(1)
Figure 75

What did greatly improve the correlation was to make the time frames involved the same for
bothi 1/1/1976 to 12/32011. Now the correlation between the two is 0.93 but the seasonality

of the San Francisatatadrops to 0.84, presumabiige to lower number of input data points
compared to the full time frame. When the time frames are the same, the two sets of data plot on
top of one another (below). Comparing the above graph with that below brings out the fact that,
if the time frames & the same, high correlation results are a matter of lining up two consistent
patterns with each other and all high autocorrelations are the same pattern.

of



correlation of autocorrelations Indymnflo Gila and Indymnflo San
Francisco (both 1978011)
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Figure 76

Theoretically, it should be possiblettack down an underlying pattern to a seasonal sdurce

i.e. one in which flow itself, rather than the log of flow, would be highly seasonal. Discharge

values for Clifton Hot Springs, howevevere not found. Hem calculatas average flow of 2.5
secondfeet with supposedly o6l ittl e viaThdnmgnituden6 but
of incoming flow compared to the receiving (San Francisco then Gila) is small but the

concentrations are undoubtedly high which meyl@n why seasonality may be easier to pick

up with activity than flow. It may be a result of differing sensitivity of two analyzes, chemistry

results and flow measurements.

As mentioned earlier, In(flow) of the Gila grabs has a seasonality of 0.4 n{fiikev) of the

Gila daily means has a seasonality of 0.9. There are no time frame issues here since the time
frames othe two are the same, 192611 | f t he two sets of autocor
correlated the result is a correlation of only 0.65the day means are run with day mean values

on grab sample dates only, the correlation with the grab samples islu9&e seasonality of

the day means drops to 0.34, about the same as the grabs. The daily mean values on grab sample
dates only dmot have any higher seasonality than the grab values. The two low seasonality

results are, however, highly correlated to each other and the pattern is the same. The graphs
below show the low correlation of a high and a low autocorrelation (left) andgtihedrrelation

of two low autocorrelations (right). Note that the low autocorrelation, In(grbflo), actually

follows the pattern as the high, In(dymnflo), but the signal is not as strong, there is less

amplitude.



correlation of autocorrelation results Indymnflo and Ingrabfi@ila
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correlation of autocorrelations Indymnflo and Ingrabflo(on grab
dates only) Gila at Safford
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This example is important because it shows that the grab and day mean flows, relatively highly
correlated to each other (~0.73) and withdhme time frame, can still have quite different
seasonality. The two sets of data above have about the same number of counts after processing
(427 & 462) so it must be the total number of data points before processing that makes the
difference (dymns 1334 grabs 161). Only full sets of data like the USGS daily means,

covering at least about ten years, should be used for autocorrelations. Smaller sets like ADEQ
grabs, even if highly correlated to the larger set, are likely to miss the pattern altogétines o

it turn up in another view (grab Indiff = .80, grab diffln = .83).

Anot her way of |l ooking for O6underlying patter
components and see if any patterns can be picked up among them. Day of year curves for
minimums, averages, and maximums of the daily mean flows were constructed and

autocorrelations were run with the five views used above. The day of year curves adamantly
refused to produce any high autocorrelatibmsost produced %omin/max atl® values oD,

occasionally a 0.33 or a 0.66. This result is particularly disheartening since the minimums curve
was used in the low flow analysis. These results suggest it is a very artificial construct with little
connection to real world flow. It is depressindital no seasonality in a curve that was

supposedly a general pattern in flow!

Now it is quite possible that these autocorrelation numbers are being looked at a little too
closely, Two factors, data gaps and changes in value, were originally showmvolbed and
now two others, time frame issues amijinal sample counts, also seem involved.
Autocorrel ations, as done here, are
not for quantification. The fact that the highest autocorrelatfaon activities (0.91) is

onl good

y

considerably higher than t he-0I83forhrabs)isndt,l ow aut
therefore, really anissiet hey ér e both just &6high. 0

About all that can be said at this point is that flow and ion amount/acivityy some high

correlations and ion amounts/activities show high seasonality in certain views but usually not

those which are highly correlated to flow. There seems to be no rhyme or reason as to which

views correlate with flow and/or which are highlyasenal.

Two O6rul eso6 wildl be used in an attempt to sal

the samé there is only one seasonal pattern and the only difference is how completely it is



expressed which is a matter of amplitude not patidaw and ion amount/activities both show
high seasonality in some views and not others and correlations of corresponding view

autocorrelations are wusually | ow except withi
views are therefore considered tlaengi if any view has high autocorrelation then the

parameter as a whole has a seasonal pattern.
mi xi ng and matching rather than being | imited

Since all autocorrelations areesteame pattern, any parameters that show high seasonality must,

i n some sense, be correlated tor wem@harodtred .t he
problem. It is loosely based on the success in forcing different views of flow or differentdlows t
correlate with each othemaybe the same thing would be possible for ion activities and flows.

Below are four graphs that relate grab flow to grab Na autocorrelations showing the first 100 lag

ti mes. The first two i nteeihightstautocoréetatomforé&la pondi n
activity (left) and flow (right) with the corresponding view for the other. The results are, as

expected, visibly low correlation between the two autocorrelation runs.

autocorrelations flow and Na activityGila at Safford(grabs) autocorrelations flow and Na activityGila at Safford(grabs)
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The next graphs use 1) the highest autocorrelations of both regardless of view and 2) the highest
view autocorrelations that use diffln or Indiff. Picking a lower autocorrelation view for Na, one

that is somewhat more rédal to the view of flow in that both use differences and the natural log,

at last leads to the desired resutioth ion activity and flow are, in these views, highly seasonal

and highly correlated to one anotbthem.al yWhisl & o
not work with just any autocorrelations, there is an indication that correspondence of some sort is

still a factor of importance in making the connection between high correlation to flow and high
seasonality.
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In(signedabgflow)

2=0.87
flow=0.83
Na=0.86

In(diffNaact)

It should be noted in passing that the peaks in the above figures occur every 12 months but are
not wintertime flow peaks. Instead the peaks indicate that flow changes in'tadifth are
more highly related to flow changes at other month 12 periods than flow changes at 6 months are

to those of other 6 monthghe fact that the month 6 correlations are negative (inverse) is not
significanti these are just very low correlatioff$ie same reasoning would apply to Na activity

T we are not showing activity but autocorrelation coefficients.

Notealsothat these comparisons were done with Na, the ion that most closely follows flow:

similar results would not be expectedth CI givenprevious resultstis, howeveralways a
good idea to run things
left above for Cl yields an "2 of 0.71, slightly lower than with Na at .78, while with the analysis

of the graph o the right the result for Cl is 0.77, considerable lower than Na at 0.87 but still in
the o6middling highé range.

Na with the Cl autocorrelation data which is 0.97.

even

f t he

out come |

None of t hese

But the burning questiois, will inversion present with a seasonal pattern as well? The

correlations of the inversion test parameters with flow do not look very prorniigiege is only

one high correlation with activity and five with amount forming a diagonal with the

ocoporedi ngd view of f

ow

(see

bel ow) .

| f

val u

high

flow, the inversion parameter should not show high seasonality. The percents, however, do show

the same relation of log to log as seen above.



relation flow & inversion test parameter - Gila at Safford(grabs)

flow nflow In(flow) pin(flow Inpflow
amt HCO3-Cl 0.98 0.53 0.64 0.32 0.32
n(amt HC@G-C) 0.57 0.97 0.27 0.55 0.56

In(amt HCO3-Cl) 0.62 0.27 079  0.41 0.45
h(Inamt(HCG3-C)) 0.27 0.48  0.39 0.71 0.73
In(n amt HCG-C) 034 063 028 065  0.78

HCO3-Clact 0.24 0.06 0.75 0.42 0.27
NHCG-Clact 0.07 0.11 0.39 0.70 0.39
INHCO3-Clact -0.42 -0.15 -0.66 -0.35 -0.39
NINHC@-Clact -0.16 -0.26 -0.30 -0.56 -0.59
InnHC3-Clact -0.05 -0.07 -0.28 -0.51 -0.57
Table 56
relation flow & %inversion test parameter - Gila at Safford(grabs)
flow nflow In(flow) pin(flow Inpflow
amt %(HCO3-ClI 0.58 0.23 0.92 0.48 0.49
oamt %(HCO3-Cl)) 0.25 0.42 0.47 0.89 0.82
In(amt %(HCO3-Cl)) 0.53 0.21 0.86 0.46 0.48
a(Inamt(%(HCO3-Cl))) 0.21 0.38 0.40 0.80 0.77
In(ppamt %(HCO3-Cl)) 0.25 0.42 0.45 0.84 0.89
%HCO3-Clact 0.58 0.22 0.92 0.48 0.49
NYHCA-Clact 0.24 0.42 0.47 0.89 0.82
IN%HCO3-Clact 0.54 0.21 0.87 0.46 0.49
NINYAHCB-Clact 0.21 0.37 0.40 0.81 0.77
INhYHCB-Clact 0.25 0.42 0.45 0.84 0.89
Table 57

Given the discussion to this point, however, it should not come as a surprise to see that high
seasonality results for the inversion parameter, HCO®ver different analyzes can be

achieved (with some finagling). The high correlation with flowgorounts do not turn into high
seasonality of amouiitjust the opposite. But various views of activity do show high seasonality.
The autocorrelation graph for daéffence in activity (HCOZ&I) andthe %6&12mos peak results

are shown below.
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autocorrelations HCO3-Cl %6&12 mos peaks
- Gila at Safford(grabs)

amount activity
values nol Od1 / ho noi8gsy
percents nol oG 21/ hOCBWQ
tyon FOG :0885

notyl Oh ¢ 108850

Table 58

Note that simple differences of values, not high in the original Na + Cl correlations with flow,
have come back as very high seasonality, in fact higher than the highest grab flow
autocorrelation (In(absdiff flow, 0.83).

Can the inversion activitisigh seasonality be forced into high correlation with flow as was done
with sodium activity? Skipping the testing and using the lessons teabwve, shows that the
inversion test parameterfeirly highly correlated to a certawiew of grab flow. (These use the
signed natural logs of abs differences (i.¢hé difference is positivaiseln(diff) elseuse
-In(abs(diff))).



autocorrelations flow and HC@E3 activity- Gila at Safford(grabs)
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If two parameters, one of which is flow, are highly seasonal in any view, then two views can be

foundt hat are highly correlated to each other
views. The initial argument that was attempted is rather turned on its head. Run backwards, the
argument is: if a view of Na+Cl correlates with flow and a view of H&ID8orrelates with

flow, the two should correlate with each other since both atdyhsgasonal.

relation flow & inversion groups - Gila at Safford(grabs)

flow nTtt2dnflow) nt yo ®iyngt

flow 1.00 058 065 033  0.33
hnft 26 058 100 027 054 055
In(flow) 065 027  1.00 053 0.7
htyo6Ftz2¢ 033 054 053  1.000  0.83
tyn¥t2e 033 055 047 083  1.0(

nobl b/ toF U0 -016 040 -0.73  -0.4C
nol / hom/ f 0aodG 0.11 0.39 0.70 0.39

Table 59



activity Na+Cl and inversion respondgila at Safford(grabs)
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Figure 85

To fit this graph to the larger picture of inversiarcouple thingseed to be keph mind. The

first is thatthese are not single parameters but rather the addition and subtraction of two
parametersWhile individual Na, Cl, and HCO3 activities may go down at thentidthpeaks of
increasedvinter flow, the additions or differenced pairs of parametersay go @ or down.
Secondthe yaxis here isiot activities but rathed ¢ o e f founit-lesse values denoting a
relationship So, basically, this graph only tells us that the two relationships are quite closely and
positively related to one another over tharge

Flow, which has effectively dropped out of the picture, may proxidee as to what has

happened to the inversion relatioNotice that HCO3Cl is positive related to flowhangewhile

Na+Cl is inversely related (see table 59) megrihatNa+Cl is least related to HCGGI in

June/July. A glancat figure 429 confirms tha&l, and hence Na+CtHlominates in the loflo

(largely summer) regimet| i s possi ble to make t hebyabove gr:
multiplying Na+Cl coefficients byl, butthis seems like a rather facile procedure.

This picture of two surrogates for flow revea
autocorrelation of the logarithm of the daily mean flolelativelyhigh flows occureveryyear

though they are not visible in the analysis before this point due to the low sensitivity of the flow
analysis used (one yeaisgale, 0 to 2000 cfsgcale). The high elevation precipitation regime

has some possibility of occurring in any year aochpetes with the high drainage area

evaporation regime in every year as well as across different years.

Inversion itself seems, therefore, to be a seasonal phenomenon. That is to say that

autocorrelations and views have been mixed and matched, in anregperome frame, to yield

(fairly) high autocorrelations that correlate with a view of flow and with each other. It is now
possible to say: O6inversion is a seasonal phe
patternsd and | taentecoulddf coarsehavetbeeh maden a hunckat the t a



onsetofthisstudBut at | east some O0stepsd and o6gui deli
can be tested and evaluated for soundness have been presented.

Finding the patterns of activitghange for the inversiomeans that a shift from looking for

context for inversion to looking for patterns within the inversion response itself is now possible.
Having found what was being | ooked for, it 1is
difficulties and finagling required show that autocorrelation analysis, at least as done here, has

some issues and it is best to lay them out fully. While the exercise will, in general, only throw

more doubt on the previous analysis, there is some vergstitey information found along the

way.

Autocorrelations were done on three sites on the Colorado RiverWSiB& daily mean stream
flows.The sites are, from north to south, Leedbds
%min/max 6&12 values are firstvgn for these sites in the all available data time frame, which

is a different time span for each site.

autocorrelations - colorado river sites
alldata %6&12

N leesferrydymn 0.80

leesferrylndymn 0.78

parkerdymn 0.39

parkerindymn 0.67

morelasdymn 0.37

S morelasindymn 0.72

Table 60
Leebs Ferry is clearly much more seasonal tha

becoming considerably more but not highly seasonal when the natural log is taken. Note also
that the Leeds Ferry str ai gindreseasohaltban thdlosge am f |
fl ows making this apparently something of a o
these numbers too closely). These findings ma
further north, where seasonal effects amrarpronounced, than the other two, it is also closer to

the source and further from the closest upstream dam (Glen Canyon, start date 1965) than they

are.

The three sets of autocorrelations cannot be compared to each other, however, because they have
different time frames. The same three sites were therefore autocorrelated in a common time
frame, the study timé&ame 1/1/1976 12/31/2011.



autocorrelations - colorado river sites

1976-2011
N leesferryc 0.50
leesferryl 0.68

parkerdyr 0.87
parkerind 0.89

morelasd 0.17
S morelasin 0.50
Table 61

Seasonality in this time frame goes down from thelath situation for Lees Ferry and Morelas

but up fo Parker. If these numbers are to be believed, there are seasonal flows at Parker which
seems highly unlikely. The USGS site at Parker is directly below the dam and stream flow can
be assumed to be regulated following a water demand/usage scheduseasxtraal patterihe

parker analysis was rerun a numbetimies in the hopes of being able to disregard these
suspicious looked values but always produced the same result.

To investigate further, a second autocorrelation program was written, aattezbrrelation(2).

Unlike the first program, this one has no coding to first resolve all data into monthly averages
and/or cover data gaps. Instead the program does the sum of the squares analysis on daily data
first and then locates peaks wherever tmay be, calculating days between. It was tested with
numeric test patterns for weekly, biweekly, and monthly daily alatbpassed all testhle to

find the correctdays between peaks for each.

Using the old and new autocorrelation programs to exanaineus time frames within the

19762011 span used above, however, only adds to the headaches involved with autocorrelation.

The apparent high autocorrelation at Parker over the period2®976¢ 1 does not &égr ow
any periods of high autocorrelation.



results auto(l) & (2) runs colorado
at parker dymn flows 1976-2011
auto(1) auto(2)
1976 0.000 13.1
1977 0.000 8.6
1978 0.000 12.5
1979 0.000 16.8
1980 0.000 32.1
1981-85 0.000 27.8
1986-90 0.143 6.9
1991-95 0.571 7.9
1996-2000 0.000 20.8
2001-05 0.429 14.6
2001 0.000 10.0
2002 0.000 11.6
2003 0.000 12.4
2004 0.000 9.0
2005 0.667 10.2
2006-10 0.429 16.6
average 14.4
Table 62

How then, can a high seasonality result for a certain time span develop? Shown below is a
different type of autocorrelation(2) result for daily mean flows at Parker from2QY8.

sum of squares analysis autocorrelation(2) averages by monthfyear
colorado at parker

coefficient

Nov-08 May-14

month/year

Figure 86

What has been done in the above graph is ligaptiginal run (daily) sum of the squares result

from the autocorrelation(2) run has been averaged by month and displayed by month/year (rather
than lag time). The peaks on the graph are one year apart but there is another curve as well. This
inner curvecan be seen in the original (not averaged by manitgcorrelation2 run of the same

data showing, to the right, only the first 100 lag times.
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A manual evaluation of the peaiksthe month averaged autocorrelation(2) run shows that there
were 36 valleys and 36 peaks but not all valleys were Jun or peaks in Dec. The actual percent
peaks at 6 & 12 was 0.85 or a fairly high autocorrelationl result What this finding seems to be
saying is the autocorrelation(1) program may mistake a weekly for a monthly pattern and that
may be the case for biweekly or other patterns. In certain time frames, it may be that peaks from
one pattern line up perfectly with monthly peaks to give a falsiiy® for seasonality.

Repeating autocorrelation 1 & 2 runs for all dates reveals a very reproducible average days apart
for flow peaks of seven (below) which is half of the far more variable-297@ yearly averages

of about 14 (above). The time frantetefore has a major effect on auto(2) results as well as
auto(1). Water usage changes with some variability from year to year but may average out to a
quite different number over longer time spans.

autocorrelation(1&2) results - %6/12 - colorado at parker
auto(1) auto(1)
same start date 1/1/1935 same end date 12/31/15
(35-45) 0.08 (36-15) 0.43
(35-55) 0.09 (46-15) 0.69
(35-65) 0.21 (56-15) 0.98
(35-75) 0.37 — " J(66-15) 0.96€
(35-85) 0.42 | (76-15) o.s1}
(35-95) 0.39 ‘\ (86-15) 0.88
(35-05) 0.39 ‘\‘ (96-15) 0.84
(35-15) 0.39 \ (06-15) 0.58

‘\

\
auto(l) reruns ‘\ auto(2) days apart
(36-15) \ (36-15) 6.5

|
(46-15) \‘ (46-15) 7.0
(56-15) 0.91] \ (56-15) 7.3
(66-15) 0.89 <« - (66-15) 7.0
(76-15) 0.81] (76-15) 7.1
(86-15) 0.89 (86-15) 6.8
(96-15) 0.84 (96-15) 6.5
(06-15) (06-15) 6.9




Table 63

It might be expected that the above mentidingdg up of patterns would be more prevalent for

shorter time spans but this supposition does not hold up. In fact, shorter time frames of known

high autocorrelation patterns in a longer time frame do not autocorrelate highly. A year run of

daily mean desity on the Gila at Safford shows, of course, no autocorrelbgcause the

comparison iseer a number of years, the more the be#efive year run of the same data

shows a perfect damped oscillator pattern but al%@alue of only 0.62. Subsetshofjh

seasonality do not necessarily have high seasonality themselves. It seems likely that the overall
time frame, particularly the end date, and its relation to the peak to peak time spans (7 & 30) is
probably what is responsible for the false positivabjgm (blocked above). But attempts to

6fool &6 the autocorrelation(l) program with al
patterns failedf Ther e i s an initial &éseedd value in th
identical reruns (as meed above by arrow) from coming out exactly the same)

The seasonal autocorrelation(1) program passed a seasonal test pattern test and correctly

identified a highly seasonal parameter, density. It is, however, subject to both false negative and
false positve results. The false negative is less of a concern and easier to éxplai® s pr obab |
just due to lack of data. False positives are less easy to explain and much more troublesome to

deal with. About all that can be done, as with any analysis tuiment that sometimes

produces erratic results, is to rerun &ésuspic
average value. False positives are just a random event in the analysis and will either go away

with repetition, if a procedural errasy need to be tested by similar time frame runs or outside
information.

After all these O6discouragingd words, it may
further with the results of autocorrelation analysis. The following case, however, isdiffere
because there is supporting evidence which is

is divided into two (large) parts and each autocorrelated aepathe results are startling

autocorrelationl - lee's ferry

1926-60 1960-201

leesferrydymn 0.93 0.14
leesferrylndymn 0.93 0.18
Table 64

The fact that L ee 6 enalfybaforeyextendivedam donstructpmihthe s e as
1960s (Glenn Canyon 1965) and less afterwards is mirrored in water quality PipetIRItis.

diagram to left below, 1926965, the change in seasons can be sggmopriately enough, in

the changing colors (sprirgreen, summeyellow, fall-red, winterblue) spread across the

diagram while in the diagram to the right, 198808, all the seasons plot on top of one another

in tightly clustered groups.



Figure 89 Figure 90

This view of a site along the Colorado just begs for a comparison with the Gila whose Piper Plot,
seen below, can be evaluated for signs of seasonality.

CATIONS
Ca =37. mg/l
Mg = 8.2 mg/l
Na = 47. mg/l
K=4.1mg/l

ANIONS
HCO3 = 100. mg/l
CO3 = 0. mg/l

cl = 62. mg/l
S04 = 29. mg/l
F=0.9mg/l

100 90 80 70 60 50 40 30 20 10 0 10 20 30 40 50 60 70 80 90

Chioride(Cl) +

Calcium(Ca) Fluoride(F)

Figure 91(back)

At first glance the plot shows summer plotting on top of the other seasons as in the low seasonality
Leebs Ferry plot. But note that the spread I
changing water quality notseenmn t h e L e eZD@3 plét.eThervarious S&sOns are visible

as patches of different color but the patches
Ferry 1926 to 1965. Water quality is variable in each season but the overall spraageivnot

as great. The Gila is quite a bit further sol
pronounced.

While the foundation, the relation of seasonality and high correlation to flow, is not as strong as
might be wished, it is always psible, if dangerous, to run with what has been found. After
indulging in some speculation on the wider implications of finding seasonality in major ion
activities, the inversion process itself will finally be investigated.

To this poi ntenprimgrty anslexsinocdea®an hnalgticabpeoblem largely when it
presents (si c)priensetnhcee 6f.o rTnh eo fwiodneorn i mpl i cat i on
is that Opresenced has a pattern, atryffomast i n



year to year in start and end dates, intensity of precipitation, and areas affected. But over the
course of many years, certain days of the year, intensities, and areas affected will begin to form
an average. The sources of new material will alnge from year to year. But over the course

of many years, ephemeral sources (e.g. small slag piles) will disappear while the large area,
higher concentration sources (i.e. vast salt beds) will begin to predominate.

Some of the major factorsinvolvedi t he pattern of Opresenced ar e
below. The two charts show two extreme situations with location of sampling site and point
sources (ovals) as well as 3 years oOowetbd ring
by precipitation. One, to the left, is presumably what the Na & Cl case looksdikarge area,

high concentration source close to the sampling site. The other, to the right, might be more
representative of a parameter such as a trace m&tahllersources scattered over a large area,

some further from the sampling site than others, some within the wet ring only in extremely high
precipitation years.

sample s 5
sample site

Schemat 3 Schematic 4

While theremay be an underlying pattern to flow over long periods of time, it is not to be found
by looking directly at flow itself. It is found, instead, by looking at amounts, concentrations, or
activities. Secondly, if there is a pattern to Na or Cl presenceithéngheory at least, a pattern
for the presence of every other parameter whether or not it tizadlpbde seen. \th a robust
enough algorithm relating flow to source concentrations, it should be possible to determine
sample concentrations from flovalues alone. But the algorithm involved would be very
complex and require an almost infinite amount of information. The more information an
algorithm requires, the less advantage it has over simple manual tabulation. In the real world,
Opr es enc pabamétaysrremaiins & problem.

Just as on a typical Jutlay in Arizonathe whole landscape seems to héamering and
simmering in he summer sun, sbeentire earth can be envisionedsasonglomerate of

pulsating objects in constamtotion From theight, flighty patterns of breses to the ponderous,
millenniumlong movement ofontinents, amounts of material are constantly being transported
from place to placeTheprocess islltimatelyfueled by heat input from the swhich engenders
responses in and on the earthieat inpuand pressure have direct effect on amouthough



they dochange form (g. moles C(graphites moles C(diamond) at certapgressureand/or
temperaturg). Changes of form can be@mpanied byargechangsin volume which are often
involved, either directly or indirectly, in change in amque material transport

Changes in volumbave an effect oalmost all other properteandare at the heart efhat is
goi ng on iesportsdo the anvireanmend fse followinggraph shows the total
volumesof the major ions in 1977 which hasvolumenvergon of HCO3 & Clon the same day
as major ion concentration inversion.

total relative volume major ions vs timésila at Safford(grabs)

Mg

[
@ 05 —=—Na
a ——cl
0 S04
01/01/77 04/11/77 0772017 10/28/77
-0.5 —=—HCO3
-1
date
Figure92

Notethat he O&évol umes 6 o fve. Thb meseneetofithese parametanssen e g a t
contraction othe solution as a whalé/olume&hereis thereforereally ad raetli ve v ol ume6.
volumes of the various constituents of the soludione not o6real 6 physical v
all added upThen they become the tofaelative) volumeandareequal to the actual physical

volume of thesolution in thecontrol volume

The intracorrelatiors of thetotal relative volume of the major ions has already been shown
(.82 % of perfect matrix, .90 withooutsider(Cl) Table 5. Theinter-correlationcoefficients
with flow and density for the inversidastparameter volume, which acts jlige one of the
major ions, hagalso already been given (fle:96 lin, deng).05 lin Table 1§. Everything that
has been said about flow, from the possible patterns to the drilled dowges;eapplies to
relative volume.

Total relative volume is calculated with moles timesgagialmolarvolumeandso follows
dnole(amount) and is an extensive properfyhepartialmolarvolume on the other hand, is
Operedmaoalat her thaa 085 pmeb f mooperty is daperdientoe i v e
both @ncentration and temperatufighe partiaimolarvolumes used herchowevera r & 0
infinite «cmrhodytdone mBv@ntheowggh thespartiainolarvolumeis both
concentration and temperature deparidonlythetemperature dependenisebeing looked at

here



Partialmolarvolumes werdargely takerfrom the compilations of EnkJ. Mill ero.° Some
values were not available and had to be worked out from tramope and densitjmeasurements

(HCOS3 being oneXere are theartialmolarvolumes of the major ions and correlations over all
data:

partial molar volumes major ionsGila at Safford(grabs)

0.02
o DTV GO FUCR P S
Ca
0.01
5 M
% 0 —a— Na
01/ 123/8112/14/8606!! 1726/9 70571 7 cl
0.01
S04
-0.02 —s—HCO3
0.03 _
time/days
Figure93 (back)

Thegraphaboveis one of very few in which the whole time span of the study can be sbhrown
one graph with @ apparent loss of informatiohere simply are no inversions of any Soat
realm of uniformity. HCO3 is clearly the dominant factor with the highest values all the time.
There areelations between HCO3 and Cl and HCO3 and MgHmttis not apparent from the
graph.

Seemingy invariant parameter@esometimes seeo actually be changing if examinetbre
closely.The most straightforward wag do this is to chage thegraphx and/or y scale. The
following graphs zero in on theeas 19761980and the yscale values enclosing the HCO3
(left) and CI (right) curves.

partial molar volumes major ionsGila at Safford(grabs) partial molar volumes major iongGila at Safford(grabs)
0.0285 0.0182
0.028 0.018
Ca 0.0178 Ca
_ 00275 Mg _ Mg
g g 0.0176
S o027 —=—Na S —s—Na
——Cl 0.0174 ——Cl
0.0265 SO4 0.0172 oo
—s—HCO3 —s—HCO3
0.026 0.017
01/01/76 05/15/77 09/27/78 02/09/80 01/01/76 05/15/77 09/27/78 02/09/80
date date
Figure 94 Figure 95

The above graphs bring out thigght undulatiorsin the curves of igure @ and reveal that
HCO3and CI both do change over time in a regular patiéote that the variation around the
average is very small, 0.0003 and 0.0007dl/far Cl and HCO3 respectively which explains



why the change ibarely visible at the scale ofgure 92. But it is difficult to see what the
relation is between change in HCO3 and change in Cl. Do peaks in HCO3 occur when there are
peaks in Cl or is the relation inverse, peaks of one with valleys in the other?

To compare the patterns with each otherlba accomplishedbys cal i ngé t he vario
that they all appear in the samagale frameUsing this method, the various curves are

juxtaposed against one another so that common patterns can line up with eaahdp@nts of
intersection exained These are the smlleddesidual§of the major ion partial molar volumes

for the year 1977.

residuals partial molar volumes major ions vs tintila at
Safford(grabas)

Ca+0.018
—e— Mg+0.02

L/mol

—a—Na+0.002

—e—CI-.017
S04-0.013

—a—HCO3-.027

date

Figure 96

The most commorscalingmethod uses linear transformation, mx wherex is a value on the
curve m is the slopeand b is the intercept and b can be used separaf@hx+0, Ox+b) or
together as needelachand everyalue on the curvis multiplied or divided by the same slope
number antbr has the same intercept added or subtracted.

Multiplying by a large number expands the curveamrbss the y axis while dividing by a large
number flattens it down to, ultimately, a straight line. Multiplication does not affect the
correlation the relation of the points with each othaut does chage the slope. So
multiplication is only acceptablwhen theverallshape odirection,not the rateof change
needs to be ascertained. Adding a consialt moves the entire curug or down the Jaxis
without, again, altering the relations of the points with each other

There are variougaysto find the numbers used to scale curvelktide calciumpartialmolar
volumes in liers start with0.018. f +0.018 is added to each value what is left is the portion
that is changing from point to poirfthis procedure was used to produce the residudle of
figure aboveand the scaling factors are noted in the legendther cases, where there is more
varigbility in the numbersthepoint of reference can likefirst or last minimum,or average
values, the result being differences around the poinetérenceThese are theesidualsof

HCO3 and CL prtial molar volumefor the periodl97680:



partial molar volume residuals major ions vs tinila at
Safford(grabs)

L/mol

——(CI-.017)*1K
—s— (HCO3-.027)*1K

date

Figure97

According to thiggraph, there appean® befour inversionsof HCO3 > CL over the periodThe

points ofintersectiorof the curvesre howevergentirely determined bthe6 s c al tonsgé f ac
chosen andrethereforgust6 a r tsdioffthaanalysis The residuals merely confirm the inverse
correlation coefficient for BO3 and ClI partial molar voluntit with a lot more effort.

intra-correlations partial molar volumes major ions - Gila at Safford(gt
Ca Mg Na Cl S04 HCO3
Ca 1.00 -1.00 1.00 1.00 1.00 -1.00
Mg -1.00 1.00 -1.00 -1.00 -1.00 1.0d
Na 1.00 -1.00 1.00 1.00 1.00 -1.00
Cl 1.00 -1.00 1.00 1.00 1.00 -1.00
SO4 1.00 -1.00 1.00 1.00 1.00 -1.0d
HCO3 -1.00 1.00 -1.00 -1.00 -1.00 1.00
Table 65(back)

Scalingis useful, and sometimes absolutely necess$argxamplen visualizing curve®f

widely differing magnitudedts primary usénere howeverwill be in looking for portionsof

curvesthat corresponaith portions of other curvdssomething correlation matrices cannot

easilydo. But scalingcanalso cause problenas seen abovelhe manipulation of x and y axis

values is a safer method of investigating lower magnitude change but may require multiple
graphs, making compari sons more difficult. A
the graph data, is often a better way to handle the problem.

To find real physical inversiona residuklike quantity willinsteadbe used thepoint to point

differences of th@artialmolarvolumes.Anyone who has done even a little reading in
thermodynamics may be temptWhdtdaffehescpdl at T
various oO0differencesod6 i n heéiemgnodoymanmy es iwni tein e
alsolutevaluss ar e not k-ndwam®a d jdiEs t=e dl qvwadardirefarender om a s
poi dH=@Ho¢ Cp(T-To). Thepartialmolarv ol umes ar e ad & eiard yt oda i lf d te:
sense. Thearecalculated byhe additivity principle (i.edifference from a salt compound) and



are, by convention, +the absolut@artialmolarvolume of the proton to make them comparable
to one another.

But the difference to be used here is a point to point differengarb&lmolarvolume values on
consecutivggrabsample dates his new factowill be calledgpd X m 0 ¥0 &®d ¥® rhdia

0 d edntolaré Xwoh e r rad OGiAslar tunction Theuseof gpd X mjustified by the fact that
dXm is a state functioni.e. change iXm can be evaluated with two pointspeginning andra
end valug ( gdvKich adequatelyepresents thehange in state because it is independent of
path.The inconsistent, tgely random, intervalbetween grabamplesrailed against aboyare

not a problem at all here.

Here are the differences in major ipartialmolarvolumes for the same year as the residuals,
1977.

change in partial molar volume major ions vs tin@ila at Safford(grabs)

1

0.8

K/

——k a3l

L/mol

—=—Kkbl
——k/f
kK{hn

—s—Kk | / h

date

Figure98 (back)

While thisgraph does not loo#t all like theresiduals of the graph abquee differences are
largely a visual illusion and the relations betweendhe are the sam@hissamenessan be
demonstrated by taking the difference of the residuatiser than of thpartialmolarvalues
themselveswhich yields a graph (not showythat s the exact copy dfigure 98above When
differences are takerhe scalingconstantsirop out That the r&ations between the points remain
the same is also attted by the fact that the intrarrelations for differences and residu@lst
shown)are identical to those above for the origipaftialmolarvalues(Table 65. Note that, as

with the straighpartialmolarv al ues, @HCO3 i s positively corre

negatively correlated to all the other ions arat this relationship is evideon the graph.

Thenew viewwith differences eveal s t he p os s ithepartiaintolgrvotuine 61 nv er

In fact, there isndeedan inversion with HCO3>Cl on the same day as major ion concentration
inversion, 8/16/77. Never mind that there appear to be othdasimiersionon other dates

that have no major iloconcentration inversion. Nieinversims i n t he sénsesof

0



are present, the pattern does not saethis pointo match that omajor ion concentration

inversion

Since correlations in this realm tend to be identities or at least all very highfeoma¢changes

seemtobeimr der .

par ameter

Fi
wi t h

r st of

| ow

al |,
c 09 G edrad i forno na atl paeasietersy eh et

a new def.

ni ti

in a given direction usually the inverse relation but can be a solitary postite/o as well
For partial molar volume the outsiders are both HCO3 & $&gond, a new color formatting

will be used: values > 0.85 are light blue and valugx 85 are light green. Determinant values,
which are normeaningful (tautologies), are colored so as not to break up the pattern. The above

partialmolarvolumematrix, but in terms of differences, does duty agpiits new colors:

intercorrelations difference in partial molal volumes major ions
- Gila at Safford(grabs)
aCa &eMg ®Na ®Cl ®S 0 ®HCD
aCa 1.00 -1.00 1.00 1.00 1.00 -1.00
@&eMg -1.00 1.00 -1.00 -1.00 -1.00 1.0G
@&N a 1.00 -1.00 1.00 1.00 1.00 -1.00
®C | 1.00 -1.00 1.00 1.00 1.00 -1.00
®S 0 1.00 -1.00 1.00 1.00 1.00 -1.00
eHCD -1.00 1.00 -1.00 -1.00 -1.00 1.00
Table66

For completaess, % partiaholardifferences are also shown:

The differences of percent partrablarvolume divides up not by individual ions, as the values,

intracorrelations % partial molar volume differences major ions - Gila
k%Ca  k¥%Mg k%Na  k%Cl k%SQl  kKYHCQ
k%Ca 1.00 1.00 1.00 -1.00 -1.00 -1.00
k%Mg 1.00 1.00 1.00 -1.00 -1.00 -1.00
k%Na 1.00 1.00 1.00 -1.00 -1.00 -1.00
kK %ClI -1.00 -1.00 -1.00 1.00 1.00 1.0d
k%SQl -1.00 -1.00 -1.00 1.00 1.00 1.00
KYHC -1.00 -1.00 -1.00 1.00 1.00 1.00
Table67

but by groups wittanions inversely related to cations. Petsevere calculatedver the sum of
the major ions (sumMI) witmixed positive and negative numbers arahthereforebe higher
than 100. The relationships between the numbers remain the same as if absolute values were

on

of
oot



used and the sum is still 100%. Calculating percent abbolute values changes the correlations
SO0 was not an option here. There is a potential problem if the numbers in the average calculation
sum to 0 but that did not occuMe@re on the topic of percent calculatiottsfollow)

To discover what might be cang thepattern of intrecorrelationsamong the major iongsin
60out si @neeBcorrelatienal)s always useful

correlations partial molar volume difference major ions and basic bulk
environmental analyzes differences - Gila at Safford(grabs)
kK / I k a3 k b I kK /7 t kK { hn kK1 / h
pt emp - gr ab/ K 1.00 -1.00 1.00 1.00 1.00 -1.0d
N LIJNJS a a 't 3 NJ 6 ©.00G Y 0.00 0.00 0.00 0.00 0.0dg
pf | ow- gr ab -0.16 0.16 -0.16 -0.16 -0.16 0.164
pdens ( TSP) - -0.94 0.94 -0.94 -0.94 -0.94 0.94
N ©O2 vy RdAzO G A 0.05 -0.05 0.05 0.05 0.05 -0.05
N A 2y A OA G & a »ily k 1-0.11 0.11 0.11 0.11 -0.11
pp H/ S U -0.08 0.08 -0.08 -0.08 -0.08 0.08
n d2al £t 1 ko6 0.02 -0.02 0.02 0.02 0.02 -0.04
N 5 ®h Pk 6 Y I Kk [ .65 0.65 -0.65 -0.65 -0.65 0.685
N 9 K I Hh1th H Kk ©.085 G a0.05 -0.05 -0.05 -0.05 0.085
N ¢ 5 { ko6 Y3 k[ O 0.12 -0.12 0.12 0.12 0.12 -0.14
N ¢ { { K O Y3 k[ O 0.09 -0.09 0.09 0.09 0.09 -0.09
ppc vl en- gr ab/ f +0.31 0.31 -0.31 -0.31 -0.31 0.3
ppc var ea- gr ab/ fOu18 0.16 -0.16 -0.16 -0.16 0.149
pc vvol - gr ab/ L -0.16 0.16 -0.16 -0.16 -0.16 0.149
pc vmass- gr ab/ KOgl6 0.16 -0.16 -0.16 -0.16 0.149
gpc vegph- gr ab/ ft 0.31 -0.31 0.31 0.31 0.31 -0.31)
Table68

Note that the dimensions of the control volumeiango way related to the partiadolarvolume

of the major ionsThe external dimension of the control is related to the total relative volume (an
extensive property) while the internal packing of the mmnolume is related to derty. The

6 cont r o kxtemnavblummehé real physical volume @fpartly hypotbtical entity falls

into the extensive side of the relation and is a function of flow/amount as seen below.

relations control volume and bulk and environmental param
- Gila at safford(grabs)
gxvien-grak gxvarea-gr: grvvol-grak gcvmass-g grvagh-grab
gremp-grak -0.31 -0.16 -0.16 -0.16 0.3
Nnpressgre -0.11 -0.06 -0.06 -0.06 0.1
agflow-grab 0.68 1.00 1.00 1.00 -0.69
qdens(TSP 0.25 0.12 0.12 0.12 -0.2H
nconducti -0.32 -0.14 -0.14 -0.14 0.33
Nnionicity s -0.33 -0.17 -0.17 -0.17 0.33
gpH/SU -0.16 -0.10 -0.10 -0.10 0.149
Nntotalk/ (v -0.63 -0.50 -0.50 -0.50 0.63
ND.O./ (Mmc 0.06 0.05 0.05 0.05 -0.049
NEh FERO-C -0.01 0.17 0.17 0.17 0.014
NTD%S(Mg -0.35 -0.17 -0.17 -0.17 0.3H
NTSHE MM 0.15 0.17 0.17 0.17 -0.15
Table69

The direction of correlation of the partiablarvolumes of the major ions, however, is a
reflection of their differing direction ofarelation with temperature via density. Mg and HCO3
are inversely related to the other ions because they are positively related to density while the



others are inversely related to densitlge percent partiaholarvolumes of the mjor ions, if
calculated with the sum solutig8S)or sum dissolved solids do not correlate with denfity.
calculated with the sum of the major idiMl), however, hey do have a high correlatitm
density.Summarizing thémportant relationshipf thepartialmolarvolume with density ithe
new formatting:

correlation partial molal volume major ions with density - Gila at Safford(grabs)

kK /7 I k a3 k b I k/ € k {4 k1 /3h
ogdens(TSP)-grab/(kg/L] -0.94 0.94 -0.94 -0.94 -0.94 0.94

KoCHSS kYIS KkYNASTY KUCI(STS kKUSAUSSKYHCB(SS
kK R S(VSH-grab (kg -0.10 -0.10 -0.07 0.10 0.10 0.10

koveCMI) kvdg(MI) kvdNaMI) K2aC(MI) kKSH(MIKkYdAHCTB(MI)
dens(TSP)-grab/(kc -0.93 -0.93 -0.93 0.93 -0.93 0.93

Table70

Summing up 6everythingéd in a solution to calc

problems The mole fraction, for example, is the moles of a particular parameter divided by the
mol es of ,6neludiagrthe panametay of interest, in the solutiond Mol es 6 above
below the line cancel leaving a whtss number to express the perceatagut summingpartial

molar quantitie®f different parameteris not as simple and straightforward for several reasons

First, theseare ratiosvhose dimensions do not caneeld to add ratios @mmon denominator

is required Thereseems to be orfee r e , bubthealénondnator igally mol X ormol Y not

just mols of anythingr everything What is the change in solution volume when 1 ofdX is

added?

Second, and as if to undiee the mathematical problempartialmolar values are differees for

a parameter taken when ik other parameter amoumntshe solutioras well as solution
temperature and presswee held constanto sum them all up, willnilly, means creating a
mishrmosh ofself-contradictory condition®ne value is the change in liters caused by X when
Y is constant, another is change in liteasised by Y when X is constant; both these conditions
cannot hold at the same time.

But the constraints involved in the experimental determination of partialrmalues may not

have any bearing on how the values are related to one another in solution. Indeed, the assumption
madehere isthatpartial molar values arg@mply additive with no interferences or multiplier

effects involved. If a solutio (water) conteas 1 molX and1 molY, and1l mol X reduces

solution volume by-)5 literswhile 1 mol Y increases solution volume by 2, the result will be

found by simply adding the tweb+2 =-3. If they all act the same way, it is not important to

know exactly which onés causing the chang@n endrun around the problem, additivity
effectively converts al |THhe noum naft oalsl ttoh & mbd c
solution will be simply the sum of the signed values of all the constguen

If the assumption held completely the sum solution of the partial molar volumes should be zero
since the constant amoutemperaturgpressure solution at any particular moment is neither
contracting nor expanding. Most of the sum solupartialmolar volumes on grab sample dates



are negative and the average is arouh@7 L/mol. This result probably points to limitations in
the analysis; there are one or more incorrect values or some parameter has been left out.

Actually, there is a parameter misg hera H4SiO4 partial molar volume could not be found

anywhere in the literature (nor could H2CO3 for which CO3 is sometimes substituted with

unknown effect). The total relative volume of H4SiO4, by difference with the sum solution total
relative volume, appears to be aboub% of total differences in volume depending on

conditonsHer e, a Oreasond for the sum of the part:.:i
been found and the assumption of additivity seems safe. In othermaseslaborate

0 r e abmrestkat castasuspiciom how t he sys,ikbenetesdaiytmeade i s ma
the assumption.

Thelink between the partial molar volumef the various parameteasd densitys important

for several reason$he first is that it links the partial molar volume, a calculated value, to a
physical factor that can be measured experimentally, density. Second, it opens up the possibility
of studying partial molar volume difference inversion with density data. &ihtieat is required

for acalculateddensity is a temperature, this step is significant because it means that, at some
point, daily mean temperatures can be used rather than being limited to grab samples.

The relation between partial molar volume aeahsity can be found with inversion analysis.

First itis necessary to determine which dates reprgsatinl molarvolume dfference inversion

and which daot. From the graph aboyEigure 99 aHCO3>e&Cl seems aappropriate test
parameter to us&hown below ara portion of the inversion date determination worksheet
showing the test parameter and the corresponding change in density on the same datgpand a g
of the density differencesver thesame timeperiod.

partial molar volume inversion/ non-inversion date
determination - Gila at Safford(grabs)

Nl / hd nvoeod non-i nvogodens (TSP

1/17/1977 -0.0004 -0.0003
2/16/1977 0.0001 0.0002

3/14/1977 -0.0001 -0.0001
4/14/1977 -0.0012 -0.0016
6/15/1977 -0.0003 -0.0005
7/19/1977 -0.0010 -0.0023
8/16/1977 0.0009 0.0018

9/14/1977 -0.0003 -0.0004

10/19/1977 0.0006 0.0012
11/17/1977 0.0013 0.0017
12/14/1977 0.0003 0.0003

Table71 (back)



density differences on partial molar volume difference inversion and non
inversion dates Gila at Safford (grabs)
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Figure99

In accord with the correlations, inversion dates are positive change in densgyarhi
inversion are negativahis crucial finding opens up a whole new range of analytical
possibilities But if density is going to basedas a surrogate for the partrablarvolume it is
importantto have the best average values available and to be aware of any paitiéons
anomalieghat may influence theigture ofmolar functiondifferenceinversionthat emerges

60BPnsityd can be either a physical measur ement
value. Calculated densitif®m temperaturare used here becaudieectphysical

measurementsf densitywere not available. As mentioned previously, temperature data was
gathered from different source$he online AZMet dataset (Universitf Arizona) covered

average daily air temperatures at Safford for the period 12821. Average daily air

temperatees from 1976 to 1988 are from the Safford Regional Airport dataset which is online at
WeatherUndergroundom

For the calculation adaily meandersity, air temperatures need todmnverted to water
temperatures. Two datasets of instantaneous watenstadtaneous air temperature pairshe
Safford sitewere availablérom ADEQ. One set, possiblyspecial studygontaired 101 pairs
from 1965 to2011. Another set, & thesurfacewater quality databasepntainedL02 pairs
from 1988 to 2012Thesedatasetswere used to creaggjuatiors relatingair to water
temperature. Unfortunately, when compared to actual water tempgaratuhe site, one
equation gaveonsisently higher while the other gawensstently lower predicted water
temperaturesA compromise equation using the average slope and average intdrteptwo
equationsvastherefore used. Theorrelation coefficienaissociated with the original air/water
data for this equatiowas 0.78The correlation coefficient for calculateddaactual water
temperatureshoweverwas 0.92.

Grab sample deriees were calculated with ADE@stantaneous water temperatiing

salinity(S), and barometric pressure(P) measurements where available. There are actually two
sets of grab sample densitigsoth use ADEQ instantaneous water temperatures (not
guesstimates &m air temperature) but one set#culated with temperature, salinignd
pressur e de pwhiletheathereset ixcdlcll&dr with temperature dependence only



0 ( Toy cdmparison with the daily meandich are all temperature dependent ofdyfew
O0TSPO6 may be just O6TS6 or O6TP6 but are not de

On the plus sidea density calculation, though it does not have the weightpbiysical
measurements aboutas good as it gets for a calculatidine desity calculation used here is
the Thermodynamic Equation of Seawater (TEID$! This equation has been evaluated as
producing values withir/- 0.004kg/m3 atatmospheric pressure for salinities up tagddy at
temperatures up to 45€A 0.004 kg/m3differenceat a density of 999 kg/m3I@duces aery

low percent relative standard deviati@nhx 10™4). For this reason, an assumption will be made
herethatal e nsi t y meas ug eaphysicabnieasurégmeiar comparison with

other calculated values.

On the negative sidesing asingledaily density for a moving body of water, whether average

(over time) or instantaneous, igieeatsimplification. Examples of daily density fluctuations in
rivers are very hard to come by and what info
currentsao. The situat i aauredenstysgatifcati@anlin@atpkeu s t o
with the important difference that a river is a moving body which implies mixing, the inverse of
stratification. Single day density values apply only to a spatial average density of unknown

extent and variability. Aottle of river water can be shaken in the lab, a river cannot. The best

that can be done with the original water sample is through the use of a composite sampler of

some sort. A grab sample has one density, a river is inherently more or less heteofpneo
density. A schematic Oappreciationd of the si

Schematic river density current <ﬁ>
v

MQﬂﬁ

g
grab sample taken here

—

average of waterbod
verage of current

Schematic 5

An average can always be taken, the question is: how representative of the system as a whole is
that average?6 A good e x ampb38efs-pages havesbeen spent r f |
trying to place that number in the context of the whole river over time with the result that the

mode or median were found to be more representative than the average. The average continued
to be used thohgkrdbdechaseacittes i &weicg gi ve it me
representative.

How representative a single instantaneous or daily mean density is of the entire water body or
even the entire control volume, the dataset provides no clues. There is onepiardty, no



indication of whether it was taken in the morning or the evening, or exactly at what point in the
flow it was taken. Even if this information were available with the grabs, it would not be
sufficient. It would take numerous density and laameasurements at numerous times on
numerous days over the entire year to develop the type of 3d picture of density in the river so
cavalierly depicted above. The analysis would have to be done at each point, an overwhelming
task whose result would prdilg be so complex as to be tually impossible to visualize. So,

for lack of a bettealternative, the investigation will continue using a single daily value for
density.

The distributions of density values for the three analysis types are as follows:

daily mean density(T) distributiorGila at Safford ADEQ grab sample density(T) distributidgila at Safford
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The above graphs compare the daily mean densities with the ADEQ grab sample densities using
temperature only (dens(T)Both show what appears to be a roughdynbidal pattern with a

bell curve in the center and a bunching of values at the high end. The average and median are
found between the two 6modesd and the numeric
is where the first wrinkle comes ingrab sample T (above) and TSP (below) densities have

somewhat different distributions.

ADEQ grab sample density(TSP) distributi@ila at Safford
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TSP densities are distributed more evenly over the entire scale with less apparent central bell
shape or bunching the right. The mode, furthermore, is rexistent. This disjoint between the
daily mean or ADEQ densities (T) and ADEQ densities (TSP) needs to be kept in mind
whenever the two are being compared.

Does the bunching to the right of density values indiaaterrnormal distribution? No, it is sort
of an optical illusion brought on by superimposing data from different times all together. Here
are the monthly distributions for daily mean densities (T), withJlemfrom top to bottom in the
left column andlulDec in the right column.

70
60
50
40
30
20
10

60
50
40
30
20

10

daily mean density monthly distributionl - Gila at Safford

avg-\medmod

daily mean density monthly distributior? - Gila at Safford

mod
1.0000

avg med & mod

daily mean density monthly distributiorB - Gila at Safford

avg-medhod

91
med
mod

mcount

m centers

H count

H centers

m count

H centers

80
70
60
50
40
30
20
10

70
60
50
40
30
20
10

daily mean density monthly distributior7 - Gila at Safford

mod avg & med

‘\
[N
@
[
O

d

aily mean density monthly distributior8 - Gila at Safford

mod  avg & med

daily mean density monthly distributior® - Gila at Safford

avg & med mod

| count

H centers

H count

mcenters

mcount

m centers



70
60
50
40
30
20
10

60

50

40

30

20

10

0.9980 —

0.9981

daily mean density monthly distributior -

mod avg- med
vam@r\muoﬁmmvmmr\wm
ooooooooooooooocncncncncncncncncncn
CDCDCDD‘JCDCDG)ECDCDC‘JCDCDCDG)CDCDC')
L I I I I L I I I B B B B
O O O O O o o O O 0O 0O 0O O o o o o
kg/L
daily mean density monthly distributior - Gila at Safford
avg & med mod
i ‘\HMH‘ ‘ M
N O OO OoONMT TN 0O dmMITLN~NDD
NNNKN®®OODDO LD DO
DD DD EDDDDODDNDDD D
I B B B B T B B B O B B T B S B
OOOOOOODU’OOOOOOODOO
>
[+
kg/L
daily mean density monthly distributiort - Gila at Safford
med aV9 mod
Ll MMH\ “ \‘\H [
wr\monmmmmHme:\coo\—cm
© © ONNMNKNINNN >0 g 000D DD
mmmmmmmmmmmgmmmmmmm
I I R I A B @ Q290900
O O OO0 OO0 o0 oo o O OO oo oo
kg/L

Gila at Safford

m count

H centers

1.0000 -

60

50

40

30
H count

H centers
10

| count

m centers

daily mean density monthly distributionl0- Gila at Safford

80
mod - avg & med
70
60
50
40
30
= count
20
10 ‘ ‘ ‘ ‘ ‘ H m centers
0 \m‘mm ‘u HH‘ | “\M\H\Mml
OHNM?L{)LOI\OD@OUNMQ‘LDLOI\QDGO
M 0O W W WO X PO OVDNDLDOHDIDDDND DO
DD DDE DD O
R I B T B R B B I I I B B R
OOOOOOOOOOOC’OOOOOOOOH
g
kg/L
daily mean density monthly distributionl1 - Gila at Safford
avg— mednod
m count
‘ H centers
. . \HM“H\\“\‘H H\‘ ’ H \‘ ‘
r\r\wmmoHNvavmwol\mmmo
W 0 W W PV DDDADDDDDDDDDDDDO
D DD O
I I I I B I I I T B I I B I R B ]
O O 0O 0O 000000000000 OoOOoOOoO -
kg/L
daily mean density monthly distributionl2 - Gila at Safford
mod -avg med
m count
H centers
(- “m\mu‘m\‘w L, “H H ‘
T T T OO0 O O OMN~NININO®OO®®WOMWg o dHo o
DD DDDDDDDDDDDDDDDNDDD 5 P DO O
99NN DNNDNDNDNDD DD & S S
O O OO0 OO0 OO0 O OO0 o0 OO o o o —
kg/L

Figures 103 to 114

Scanning the first column from top to bottom, then the second, it becomes apparent that it is the
shifting of the distribution over the year that gives thelath distribution its bmodal

appearance. The bell shaped curve appears early in the year (Mar) and marches steadily towards
lower values until migsummer (Jul). Then it shifts in the other direction and finally bunches up

at
distribution up against a physical limit, i.e. the max density of water.

the right

end.

T h i s-nodnbldistribution asgide half ®f a narnmal

SO

What are the distributions for density differences? The following graphs are intended to show
just that.



daily mean density difference distributiorGila at Safford grab density(T) differences distribution&ila at Safford
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These look like perfectly normal distributions and the slight variation between daily mean and
grab is probably due to the low sample count of the grabs. Once again, however, TSP densities
(below) have a slightly differembok with a wider xscale and a less distinct center value. These
differences correspond to the same distinctions seen in the values. But the TSP distribution of the
differences is a little more normal looking, more of a bell shaped curve, than it was for

values.

grab density (TSP) differences distributidgila at Safford
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There is really no need to look at monthly density difference distribtititimsy are all very
normal and very much alike. But the center of distribution of the differences do change over the
course of the year as the values do.



monthly average density differenceSila at Safford(dymns)
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Figure 118

What the averages show is that the center of density difference distributions too will shift over
the course of the year. Also the look of the above graph suggests that it may be useful to plot
average monthly daily mean density differencethwwionthly grab density differences.

monthly averages density differences (abs va@ia at Safford
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Amazingly enough, grab sample differences seem to capture the form of the daily mean
difference curve even though they are orders of magnitude apart in valussuatgland do not
represent the same time intervals. The curious thing here is that grab(TSP) densities, while
values are higher, sometimes show smaller monthly average differences as in Feb and Aug
above. Overall, the agreement of grabs and daily meangaod sign even though it took
absolute values and a logarithmic scale to show it.

The following table summarizes the statistics for dengtyesand density differencsover all
data The followinggraphs show the valu¢eft) and difference (right) in densityfor the
various sample and analysis typmeer the year 1977 (all igr/ml or kg/L).



density statistics over all data/ kg/L - Gila at Safford
values differences
dymn(T) grab(T) grab(TSP) dymn(T) grab(T) grab(TSH
average 0.9980 0.9982 0.9986 -3.0E-08 -1.4E+05 -1.6E-O
median 0.9982 0.9985 0.9989 -1.8E-05 -6.7E-05 -1.4E-01
mode 0.9992 0.9996 N/A O.0E+00 O0.0E+00 N/A]
min 0.9945 0.9948 0.9953 -1.3E-03 -3.2E-03 -3.1E-0
max 1.0000 1.0000 1.0006 1.7E-03 3.8E-03 4.5E-0]
stdev 0.0012 0.0014 0.0014 3.1E-04 1.4E-04 1.4E-0]
count 13149 161 161 13148 160 160
Table72
daily mean and grab densities 197@ila at Safford daily mean and grab density differences 19%ila at Safford

1.0010 0.0025
1.0000 0.0020
0.0015
0.0010
- 0.9980 0.0005
2 00970 0.0000

0.9990

kg/L

-0.000%5/19788/1 9F1L6/ XOBI5/1 01k 24/ 10103/ 19T W/2/1 A1/ 9770/19BB1/1978
0.9960 -0.0010
0.9950 -0.0015

-0.0020
0.9940

12/6/19T6025/192M.6/19H5/19T124/198M.3/1910/2/197721/1 9770/ 19 TB1/1978 'g'gggg
month ' month

dens(T)dymn dens(T)-grab/(kg/L) —e—dens(TSP)-grab/(kg/L) densdiffdymn ndens(T)grab/(kg/L) —e— ndens(TSPyrab/(kg/L)

Figure120 Figurel2l

The three sets of tahave average valuasdtheir standard deviations fairly close to one
anothereventhough the sample counts differ bgveralorders of magnitudd he relative

percent standard deviation between grab dens(T) and dens(TSP) ranges from 0.016 to 0.36 bit
averages about 0.05 indicatingttkizere are a few high values. The difference, it will be seem, is
variable at different times of the year.

But density differencegyfaphto right) reveal what may very well prove to be a probietime
differences of the grabs (from one grab sample toéx¢) aren some casef®ur orders of

magnitude larger than the daily mean differences. Densities, like flow, are not state functions as
the thermodynamic functions as® there will have to be a heavy relialmceaverages to bridge

data gaps iprocesses are to be investigatedferences are less familiar, may even look a little
strange, st is probably a good idea to compare side by side Valthesand differenceso help
maintain bearings.

Canmolar functiondifference inversion yield anpsights at this high level picture of den8ity
The following tables show the results of sorting the density paranmetersll datsy
inversion/norinversion befeoe taking averagesThis table uses a new, morphed sort of
formatting with magenta high values(>0.9990) plumi low values, light blué positive
difference, light greei negative difference.



daily mean and grab densities under molar volume inverison
over all data - kg/L - Gila at Safford

values
dymn(T) dymn(T) grab(T) grab(T) grab(TsSP grab(TsH
inv non-inv inv non-inv inv non-inv
average 0.9981 0.9980 0.9987 0.9977 0.9991 0.9984
median 0.9983 0.9981 0.9990 0.9974 0.9994 0.998(
mode 0.9992 0.9992 0.9996 0.9994 N/A N/A
min 0.9950 0.9945 0.9956 0.9948 0.9961 0.9954
max 1.0000 1.0000 1.0000 0.9998 1.0060 1.0004
std 0.0012 0.0012 0.0012 0.0014 0.0012 0.001d
count 5536 7613 69 o1 69 o1]

differences
dymn(T) dymn(T) grab(T) grab((T) grab(TSP grab(TSH

inv non-inv inv non-inv inv non-inv

average 2. 7E-04 -2.0E-04 1.3E-03 -1.0E-03 1.2E-03 -9.7E-0{
median 2.0E-04 -1.6E-04 1.1E-03 -8.7E-04 1.1E-03 -7.7E-0{
mode 2.2E-04 O.OE+00 1.2E-03 O0O.0OE+O0OO0N/A N/A

min -1.7E-O05 -1.3E-03 4.1E-05 -3.2E-03 -1.7E-03 -3.1E-0O
max 1.7E-03 2.3E-05 3.8E-03 O0O.0E+00 4.5E-03 9.2E-0{
std 2.4E-04 1.8E-04 9.0E-04 8.2E-04 1.1E-03 7.8E-04
count 5535 7613 70 90 70 90

Table73 (back

Inversion/norinversionfor the grabsoughlydivides high from low density aerage values
thoughthis result is not sean the daily means and modesinimums and maximums reveal
that there i®verlap.The expected division into positive and negative density differences for
inversion and noinversion isalso evident. There srise in daily meadifference valuefrom
the all data average3E-8) to close tathe level of tle grab diffeences (E4). But the division
between positive and negative differenisesot as perfect as one mighpext from the above
snippet ofthe partialmolarvolume inversion date determination taiMéhy not?

Partialmolarvolume and density have different relations to temperature.pditial molar
volumevs temperature relaticas used herns a linear equation that etheralwaysdirecty or
alwaysinversely related to temperatudepending on what parameter is being examamet
what temperate range is being considehedhe range of common interest (2366 K) for water
the two are inversely relatetihe partiaimolarvolumeof water vs temperature is shown below
right. The censityof wateron the other hand, hasmore complicated relaticio temperature:
positive at temperatures below 277.1%4C) and inverse abowvgeft graphbelow)

density(T) vs temperatureGila at Safford(dymns) partial molal volume H20 vs temperatw&ila at Safford(dymns)
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Figurel22 Figurel23

Density diferencedn theareaaround 277.1%nay straddle the line and therefore split into two
group$ if thetemperatur® opf 273.10%is negative, the relation is positive, if the difference is



positivethe relation is invers€d tpe mp 6 a Bid thedgrpphdealosare the point to point
sample differencgsOf the daily mean density differersxender inversion (positive HCQOQGI)
there are 43 negative valu@33%) Theseall correspond tmegative ¢émperaturelifferences
between 271.02 and 276.98K.

temperature/density change relation around 277.46ila at
Safford(dymns)
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Theerrantnegativegrab(TSP) difference minimum under inversionTiable 73is caused by
something else. All grab densities ateor above 279 K so tlgumentsnade for the daily
mean discrepanciek not apply The minmum TSP differencen question is from 20
21/1978i thesane dates looked &efore becausthe flow went fron0.28 to70 cfs in a single
day and, more significantly, TDS went from246to 767mg/L. Higher salinity raises density
values but does not change tk&ation to temperature. Néndifferences are takehpweverthe
difference between a very high density (caused by high salinity) and a veftetoperature
related)can cause an apparent anomaly in the temperature/density difference relationship.

high to low TDS reverses normal inverse temperature/density relation 9/21/78
- Gila at sSafford(grabs)
date temp-grab/t dens(TSP)- dens(T)-gre TDS/(mg/ gtemp gdens(T< gdens(T)
05/16/78 299 0.9973 0.9969 554 + -0.0015 -0.0014
06/09/78 304 0.9962 0.9956 794 + -0.0011 -0.0014
07/18/78 305 0.9960 0.9953 944 + -0.0002 -0.0004
08/09/78 304 0.9961 0.9956 647 - 0.0001 0.0004
09/20/78 298 1.0006 0.997 4620 - 0.0045 0.0015
09/21/78 293 0.9989 0.998 - -0.0017 0.0014
10/11/78 298 0.9977 0.9971 787 + -0.0011 -0.0014
11/02/78 290 0.9994 0.9988 726 - 0.0017 0.0017
Table74

Here the difference between TSP and T densities are appdhentiens(TSP) for 9/21 is the
only one where a negative temperatdiféerence is accompanied lynegate density
difference & positive rather than the nornmhainverse relation between temp and densifihis



anomaly would not have been pickedupihe sampl e had been del eted
only dens(T) values had been uskeds, in general, a good idea to keep as wide a scope as

possible in what is being looked at and this is particularly true if finding exceptions that test the
6rul ed are of particular interest.

The monthly averageseashown below with bordets distingiish high from low values and
positive from negative differences.

monthly average density/ (kg/L) - Gila at Safford

values counts

dymn(T) grab(T) grab(TSPXymn grab
Jan 0.999456 0.999627 1.00001 1116 9
Feb 0.999218 0.999543 0.99984 1017 11
Mar 0.998849 0.999112 0.99940 1116 20
Apr 0.998252 0.99837 0.998775 1080 13
May 0.997442 0.997848 0.998228 1116 10
Jun 0.996532 0.996833 0.997381 1080 20
Jul 0.996368 0.996169 0.996696 1116 9
Aug 0.996624 0.996586 0.996916 1116 16
Sep 0.997158 0.997164 0.997733 1080 18
Oct 0.998154 0.998242 0.998712 1116 8
Nov 0.999041 0.999272 0.99973 1080 10
Dec 0.999482 0.999775 1.00014§ 1116 17

Table75



monthly average density differences/ (kg/L) - Gila at Saffor

values counts

dymn(T) grab(T) grab(TSPXdymn grab
Jan -4.8E-06 1.2E-04 5.9E-Oi 1115 gl
Feb -9.9E-06 5.6E-05 -2.3E-0 1017 11
Mar -1.5E-05 -4.2E-04 -4.6E-04 1116 20
Apr -2.4E-05 -8.7E-04 -7.9E-04 1080 13
May -2.9E-05 -1.0E-03 -9.8E-04 1116 10
Jun -2.9E-05 -1.4E-03 -1.3E-0 1080 20
Jul 1.3E-O! -1.5E-03 -1.4E-0 1116 9
Aug 6.9E-06 3.8E-04 1.3E-04 1116 16
Sep 2.4E-05 4.2E-04 3.9E-04 1080 18
Oct 3.7E-05 9.4E-04 9.9E-04 1116 8
Nov 2.7E-05 1.7E-03 1.8E-03 1080 10
Dec 2.6E-06 1.7E-03 1.7E-03 1116 17

Table 76

The months diide up roughly into hidens>0.9990,nov-mar and logkns(aproct) while the
differences diwle up roughly intmegative density changteb-jun) andpositive density change
(aug to jan) The monthly timesparaisesthe daily mean differencéut not to the level of the
grabs.Both monthlyvalues and differences are in accord with the average yearly value and
difference curves seen above.

Below aretables showing the average monthiglues andlifferences othe various forraof
daily mean and gratbensities (T&TSPundermolarvolume inversion/nofinversion

monthly densities under inversion/non-inversion partial molar volume
- Gila at Safford
values
dymn(T) dymn(T) grab(T) grab(T) grab(TSP)yrab(TSH
inv non-inv  inv non-inv  inv non-inv
Jan 0.9999 0.9998 1.0000 0.9999 1.0003 1.0001
Feb 0.9998 0.9997 0.9999 0.9999 0.9999 0.9999
Mar 0.9996 0.9995 0.9998 0.9996 0.9996 0.9994
Apr 0.9993 0.9991 0.9992 0.9992 0.9987 0.9984
May 0.9987 0.9985 0.9995 0.9987 0.9994 0.9981]
Jun 0.9980 0.9978 0.9991 0.9979 0.9987 0.9979
Jul 0.9979 0.9977 0.9993 0.9972 0.9990 0.9964
Aug 0.9981 0.9979 0.9980 0.9975 0.9972 0.996¢
Sep 0.9985 0.9983 0.9986 0.9978 0.9983 0.9971
Oct 0.9992 0.9990 0.9992 0.9989 0.9989 0.9984
Nov 0.9997 0.9996 0.9998 0.9998
Dec 0.9999 0.9999 1.0000 1.0003

Table77



monthly densities under inversion/non-inversion partial molar volume
- Gila at sSafford

differences

dymn(T) dymn(T) grab(T) grab(T) grab(TSP)Yyrab(TSH

inv non-inv inv non-inv inv non-inv
Jan 6.9E-05 -5.1E-05 1.6E-04 -4.2E-05 4.2E-04 -1.8E-04
Feb 1.1E-04 -8.0E-05 2.4E-04 -4.7E-05 3.8E-04 -3.5E-04
Mar 1.8E-04 -1.3E-04 3.7E-04 -3.1E-04 5.3E-04 -6.7E-04
Apr 2.5E-04 -1.7E-04 8.9E-04 -6.4E-04 1.2E-03 -1.0E-O
May 2.4E-04 -1.9E-04 7.1E-04 -8.6E-04 1.1E-03 -1.2E-O
Jun 2.3E-04 -2.0E-04 5.2E-04 -1.3E-03 7.8E-04 -1.5E-O
Jul 2.3E-04 -1.7E-04 7.0E-05 -1.3E-03 1.2E-04 -1.5E-0O
Aug 2.1E-04 -1.5E-04 9.7E-04 -7.7E-04 9.7E-04 -1.1E-O
Sep 2.2E-04 -1.5E-04 7.9E-04 -3.8E-04 9.0E-04 -4.5E-04
Oct 2.1E-04 -1.3E-04 1.2E-03 -6.9E-04 1.6E-03 -9.6E-04
Nov 1.3E-04 -8.4E-05 1.2E-03 1.8E-03
Dec 7.0E-05 -5.0E-05 1.1E-03 1.8E-03

Table78

The monthly &erage valuedivide uproughlyinto high (winter) adlow (summer) density
regimesin accord with the yearly average pictuleversionhortinversion has neffectother
than not having angon-inversion grab samples in Nov &0. But inversion/nornversion
divides up the differenceseatlyinto positive (irversion) and negativ@orrinversion) in
contrast to the picture seentire average density curnv@o, at this stage, it is possible to
generate somgenerald r u |lamang@ the valueseasorpredominates oveinversion/non
inversion while among the differencesyersion/norinversion predominates over season.

The seemingly innocuousonthly difference averagelsowevershow some interesting relations
amongthemselvesvhen graphetbgetheras seen below.

monthly average density differences under partial molar inversion

Gila at Safford

2.0E-03

1.0E-03
=
;c: 0.0E+00

Jan Feb_Mar-Apr May Jun Jul Aug Sep. Oct Nov Dec
-1.0E-03
-2.0E-03
month
dymn-inv dymn-non grb(T)-inv

grbT)-non —e—grb(TSP)-inv grb(TSP)-non

Figurel26

Inversiondensities are positive, nanversion negative, but the gralirveslook quite different
from the daily meandVith the daily means, inversion and riowersion are, as expected, the
inverse of one another. Thisnst the case with the graihere dens(Tand den€T'SP)



inversion are highly correlated to each other but not at all correlated to their corresponding non
inversion partnersChe grab inversion curves are reminiscent of the monthly average density
differences curve&igure125) but the characteristic dip there was in Aug. here it is in July.

correlations monthly average density differences under pmv inversion
- Gila at Safford

dymn-inv dymn-nor grab(T)-ir grab(T)-n grab(TSP grab(TSP)-non

dymn-inv 1.000  -096 010 -0.75 -0.08  -0.78
dymn-non -0.96 1.00 005 0.86 020  0.87
grab(T)-inv 0.10 0.05 100 [o13 |09 -0.16

grab(T)-non -0.75 0.86 10.13 1.00 -0.11 _09.8_|
grab(TSP)-inv -0.08 0.20 0.95 -0.11 1.00 -0.15

grab(TSP)-non  -0.78 0.87 -0.16 0.98 I-_Q._’I_'—S_ 1.00

Table79

The grab nofinversion curvesindeedlook like a totally new beast and bear no relation to their
corresponding inversion curves as the correlations beandatt, they are more closely related
to boththe daily man curves, which they littleesemble, than their own corresponding inversion
curves.The red bordered boxes abale®w wheréigh correlationsvould be expectetb be if

the grabs inversionbninversion pairs wereorrelatedo each otheas the daily means are.

To visualize the above results a bit furtharthegraphs below thgrab norinversion (left) and
inversion(right) differences are plottealong with the daily mean differencasresiduals around
their averageGrab nonrinversion curves resemble both daily mean inversion andnvamnsion
curves while grab inversion curves resemble neither of the daily mean curves.

monthly density difference residuals of absolute daily means and monthly average density difference residuals daily means and grab
grab noninversion averagesGlla at Safford non-inversion- Glla at Safford
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-5.0E-04 Q

kg/L
=
o)
ol

-1.0E-03 e“—0o
-1.5E-03 0
month 0 2 4 6 8 10 12 14

month
dymn(T)-inv*10 dymn(T)-noninv*10
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Figurel127 Figure128

These graphs accentuate the similarity of grabineersion density differences (left) and the
lack of similarity of inversion density difference curves with either daily mean inversion density
difference curveThere isa definite lack of symmetry here that is, as always, a little disturbing. It

suggests that something is missing in the analysisotthae 6vi ewd. i s not corr



Il n the functional anal ysis of density which f
changed6 wil!/l be referred to as oO6dilution, 6 po
choose terms less closely associated with flmavoid the ineNable confusion betweemwb

very different things: flowinduced and temperatuneduced expansioar contractionlt is just

too late at this pointhoweverto go back and change all the labels and referencgdutond
andc&concentratiowith respect to densitso a caveatvill have to suffice

The terms d e n soi nféi caadbdr <@®msfecation6as clumsy as they mapund do help

explain howdistilled watercan have various states of densifyhe CRC has a table with
differentdensities of distilled water at different temperatures. Howpessible for distilled

water, virtually 0purtebavevdidfaremtrdensities? fhe answehis ng e |
that thesemultiple densities are not thesult of any additiosior subtractios of dissolved

constituents but rathetue tovolumechange of the water causkegtemperature difference the

same mass in a larger or smaller volumé® e n s i f i crefdreiacharige in denstiyie e

solely to change in volumsausedy temperature changamountremaining constant, while the
process of ,éascammontymded, ia due to a dhange in ameithtthe changén

volume proportionalo the increase or decreafeamountHe r e, howeweat r ad ¢ onod
used in eferencetodensithange s understood as o6édensi fication
densification. 0O

The flow/flow difference analysis lends itself easily to the study of density but here it is called,

of c odaillyden s /6d ¢ddddd)dThefflé/flodiff difference labels follow the direction of

flow (increase in flow >, decrease <) not concentratigrwhich is the opposite. The

dens/densdiff labels follow the direction of density (increase in densjtgecrease in density

<) not temperaturavhich i s t he opposite. Because the one
foll ows a 6r e s-ud>isaflow indueed éxmabseon (dilution) while god

densityis a temperaire induced contractioftoncentratioror densificatiohas seefin the Sep

Dec slope of th average density graph

A dens/densdiff analysis tiie daily meamlensities yields the following results.

density averages values - dens/densdiff analysis - kg/L - Gila at <

values dymn(T) grab(T) grab(TsSPXymn-cngrab(T)-cnb(TSP)-c
concentration == 0.9981 0.9982 0.9986 4181 50 49
>< 0.9983 0.9984 0.9988 1375 20 20
dilution =< 0.9980 0.9980 0.9984 5226 66 69
== 0.9978 0.9984 0.9988 1500 18 18]
equal =0 0.9979 0.9981 0.9986 866 7 7

differences

concentration == 3.1E-04 3.9E-04 4.2E-04 4181 50 49

>< 1.5E-04 -3.7E-05 3.9E-05 1375 20 20

dilution =< -2.4E-04 -2.4E-04 -2.3E-04 5226 66 66

<= -1.4E-04 -2.6E-04 -2.9E-04 1500 18 18

equal =0 -2.1E-07 -1.0E-04 -4.7E-04 866 7 7
Table80

The dens/ densdi ff anal ysi s alimnesteseothioggotheo sed t o t
average value of atlata(0.998@1-dymns) This outcome is good in the sense that it confirms



that the three sets of data, despite great differences in sample counts, are populations with similar
values under a simple functional analysis.

The analgis also raises the magnitude of the daily mean differences to that of the average grab
differences over all data (from dymnsZ.5E9, gra TSP):-1.6E5). The preference for straight
dilution (<<) or concentration (3>seen in the values holds for the differences as seen in the
sample counts. Note also that the direction of change are largely correct here: concentration

types are usually positive, dilution types negative, though that may be entirely by chance (see
below).

The dens/densdiff analysis runs into problems when trying to deal with density differences. A
difference label really should have all the information for the two dates involved so a proper

label would be something like <<> or >>><. This type of I&delling, howeverleads tca

proliferation of labels36to be exacgtand they are hard to analyze and/or manage.ngdoij

labeld oesn6t help because there are too many, so
they are all too small and close ttiger. And theonly resultof using full labels is confirmation

of the preferencéor straight concentration oildtion typesas was the case with the valuEer

the anal ysis here, the dail yfuldéafbr¢odabel.f t he o6t o

The grab differences a differencef two consecutive grab sampleserbas the daily mean

differenceis the difference of the daily meson the same day as the grab and the day before.

Applying a label that was created by th#etence of the déy means to the grdled to a

situation in vihich 3% of the grab differencese r e goi ng i rctionflomthai wr ongé ¢
indicated by thdabel(the daily mean differenceThat is, for example, the diffemee of two

consecutive grabs might bedilution but the difference of the daily meaasdthereforethe

grab sample labelyould indicate that it was @ncentration.

Because ofhe above considerations, onhe daily means wilbe used in densityifference

seasonal anfiinctional analys. Since inversion/nemversion is, to this point, known only for

the grab samples it will also not be possible to putisaieanalysis further. Or i&? In fact,

since gpartialmolarvolume only requires a standard state reference value and a temperature, it
should be possible to determimeersion/norinversion dates fathe daily means using the
partialmolar functiont e st p alCOBIedCd r,, aasm d e Fhefoillowiegdblesb o v e .
show a dens/densdiff analysis done after daily mean samples were dividegargdynolar

volume inversion/nofnversion

density/dens diff analysis under partial molar volume inversion/non-inversion
- Gila at Safford(dymns)

inv non-inv

values kg/L count2o kg/L count2o
concentre == 0.999(q 7 1.0000 a1
>< 0.999 1.0000 0.3
dilution =< 1.0000 i 0.998¢9 63
== 0.9999 oO.1 O.998£| 2
equal =0 0.9989 11

differences

concentre == 2.1 E-04 7 1.4E-05 0.3
>< 9.7 E-0f 24 3.1 E-05 1

dilution =< -2.5E-05 N -1.6E-O 6
== -4.7E-05 o.1 -9.5E-0 2

equal =0 O.OE+00

R
R




Table81

Once again, lathe valuescome in close to each othioughat a higher magnitude than the-all
data situationWhat is different here, in contrast to the even spread of types in all data, is the
preference for certain types as seen in the coumt®rsion preferselativelylower magnitude
concentration types while nanversion preferéower magnitudelilution.

average density values under partial molal volume inversion/non average density values under partial molal volume inversion/non
inversion- Gila at Safford(dymns) inversion- Gila at Safford(dymns)
1.0002 0.00025 highcnt%
1 0.0002 ]
0.9998 |
0.999€ \; 9 h|ghcnt% 000015 v
highcnt%
0.999/ n>> 0.0001 highcnt% >
< 0.9992 \
5} Al B>< < 0.00005 7 n><
X 0.999 3 m )
0.9988 m<< < 0 - - o B
0.9986 - -0.00005 nv n ) -
0.9984
0.9982 =0 -0.0001 "0
0.998 -0.00015
non-inv -0.0002 . .
inversion type inversion type
Figure129 Figurel130

The differences, slightly lower in general than the all data, are also all close to each other.
Preferred types line up with higher values so that inversion is a matter of high concentration
differences (positive density change) while fioversion is a matter of higmagnitudedilution
differences (negative density change). These are the sametitissras seen in the monthly
valuesunder inversion/noimversion.

Unlike flow, it is not very hard to find pattern for density. Density is closely correlated to
temperature and the auto correlation is, like temperature, quite high. The graphs foredagy m
and grabs were shown previously as an introdu¢ti@utocorrelationThey are repeated heas

a starting reference point

Autocorrelation- densavg/(kg/L)- Gila at Safford(grabs) autocorrelation- density/(kg/L)- gila at safford(grabs)
0.00 3.0E-04
000 1 114l1s 2.0E—O4k‘
0.00 IE.
2 ——sum@osun(sqrs) | & 1.0E-04 E!n m'» —o—Sum(k)/Sum(sqrs)
8 S S H | — 0
£ 0.00 - £ N‘h“" li |
S 300 400 —-1.96/sqr(count) S 0,0E+00 -1.96/Sgr(count)
0.00 I = 1.96/sqr(count) i ) l l ' 500 +1.96/Sqr(count)
0.00 1.0E-04 ‘ : ‘l' In
M4
0.00 -2.0E-04*!
lag lag

Figure131 Figure132



autocorrelation statistics - density - Safford
% at 6&12% at 12 EE M € H count

dymns 0.9211 0.9221 0.2825 462
grabs 0.8000 0.7465 0.3971 428
Table82

Autocorrelation- ndens(Tydymn/(kg/L) - gila at safford Autocorrelation- pdensgrab(TSP)/(kg/L)gila at safford

——Sum(k)/Sum(sqrs) —4—Sum(k)/Sum(sqrs)

—0
——-1.96/Sqr(count)
—+1.96/Sqr(count)

—0

coefficient
. .
coefficient

—-1.96/Sgr(count)
—+1.96/Sqr(count)

lag s lag

Figure133 Figure134

autocorrelation statistics - density - Safford
% at 6&126 at 12 Ex1y2/1 sc count

qulymns 0.5526 0.4026 2.1249 462
qorab(TS  0.6857 0.7465 0.6287 427

Table83

There isquite a dop in autocorrelation with differences froralues, and running the natural
logarithmof the absolute value of the density differenoeeds n 6 (¥ pebks &t & 120.6579
daily means(.4000 grab(TSP)).The same things are true femperature differenc®,4700,
grabs,0.3684 ddiy means) Ust because one view of tbata is highly alo-correlated does not
mean any mathematical manipulation of theamenumbers will also he

Fortunately the way density values warkt over time is @&learenoughpattern: asine wave
over the entire year with max in Ddan and min in Judul. Thecloserelation ofgrab(T)to
daily mean densities(T) suggests ittt use of a guesstimated water temperdtare air
temperaturdor the daily means a bitmore of an issue in the first half of the year than the
secondout not a large factan eithercase Since bothgral(T) & (TSP) calculations use actual
water temperatusgthe fact thagrab(TSP)areconsistenthyhigherthangrab(T) densitiess a
result of the fuller calculain using salinity and pressure



monthly grab and daily mean density averag&la at Safford

1.0005
1
0.9995
0.999
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Figure135

A closer look at the dailgnean density curve in any given yé¢baelow), shows that there is a
structure within the curvieit is like atwisted cord osmallercurves within darger oneWhat
the innercurve revealss that there are plenty of comteations, for examplen whatis,
according to the average view, a period ofitiiin (jan to jul). Thepartialmolarvolume
differenceinversion/noAnversion analysis jst appearssimply more in tune to the inner than
the aveage density curve

The innercurve has a fairly consistent peak to valley duratidrsimple peak analysis reveals
that peaks are about 4.7- 2/5 days apartiere is thadaily meandensity curve for 197{eft)
and the monthly peak to valley durations for all the daily méagtst).

monthly density peak to valley durationGila at Safford(daily
means)

Q 2

§ 15
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daily mean density 1977Gila at Safford(dymns)

1.0005
1 s
0.9995 &Y
0.999
0.9985
0.998
0.9975
0.997
0.9965

|

=
o))

X

date maverage mmedian mmode

Figure136 Figurel37

The graph on the riglshowsthat the innercurve has a fairlgonsisentmodefor peak to valley

durationof one day(gray)except in Myy when it jumps to 2The mediar(red)is veryconsistent
at 2 days except in Apr anday when it jumps to.3The averagéblue)hovers between 2 and

3.5 following the pattern of the maximums which range from 8 to 14 days.

Theinnerdensity curve is not perfectgymmetical with respect to thgear average cunand
peak to valley dips are longer spring than any other tim&éhe gab samplesannot, of course,



pick up thisdeeper structure bdb capture the overall shape of theeragecurve (12 =0.92)

which vares littlein overall shapé&om year to year

Coul d

inner curve?That would be, presumablthedaily density curvehat was sought for earlieif

t here be an é6innero inner

curve?

That

density is temperatudependent and there is a daily temperature pattern then there must be a

daily density pattern as well. But, for reasanentioned aboy&ve have no physical evidence
for that curve and will have to rely on a hypothetical curve based on temperature change.

The season/function modes of analysis have already been developed under the diddimsion o

and only differences specific to tdensityanalysis will be commentezh here. Graphs and
tables are presented witbramentdimited to highlights The yearlyaverage is used to dde
low and high density seasorfiie graph below shows the yeseragggreen)and seasonal

averagesghi-blue,lo-red) for daily mean density in 1977.

seasnonal density 197/Gila at Safford(dymns)
l PR -
0.9995 " )
0.999 hidens(w)
0.9985 m'-m

0.9955 lndens(s)
0.995

1/1/19772/20/197A/11/197B/31/1977/20/19779/8/1977.0/28/19722/17/1977
date

Figurel38

seasonal density average values/ (kg/L) - Gila at Safford

averages counts

dymns(T) grab(T) grab(TSPdymns grabs
hidens(w) 0.9990 0.9992 0.9996 7068
lodens(s) 0.9969 0.9970 0.9975 6081

84
77

Table84

With seasonal densityhé division betweehigh and low density is small but clear and extends
across the board (median, mode, min, ifret shown except that TSRas no mode The

labelling is a bit redundant, there being no need to add a (w) ortanhfdens and loderfer

winter and summaegxcept as a flourish and a nod to the flow analysis.



seasonal daily mean density average
differences (kg/L) - Gila at Safford

averages relstdev counts
hidens(w) 1.94E-07 144331 7067
lodens(s) -2.9E-07 -116584 6081

Table85

galens(rl0dayplymn/(kg/L) - Gila at Safford
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Figurel39

Seasoal averagdifferences are of the same magnitude asdhg mearall-data levein contrast

to the larger magnitudes dfe daily dens/densdiff analysiEhe yearly average for all daily

mean differences 3.4E7 with hidens being slightly above 0 and lodens slightly below but
essentially the averages just plot one on top of the other. Ten day rolling averages help a little in
visualizing that there is slight difference betwen high and low density seasons represented by
the blue andad arrows respectively. The sigurve is an artistic ato distinguish gossible but
barely visible greater number of points belpsvo (left) and above (right)

Applying density seasonal lalsaio densities omolarvolume differencenversion and non
inversion dates yields the following tabulation.



daily mean density values and differences under partial
molal volume inversion/non-inverison/(kg/L) - Gila at Saffor
values
inv non-inv

avg cnt avg cnt
hidens(w) 0.9991 2906 0.9989 4164
lodens(s) 0.9970 2629 0.9968 3453
differences
inv non-inv

avg cnt avg cnt
hidens(w) 2.5E-04 2906 -1.7E-04 4167
lodens(s) 3.0E-04 2629 -2.3E-04 3453

Table86

With the seasonal approach, the distinction between high values in theamidtemw values in
the summeremainsclearunder inversion analysiyVith the differencesnversion is picking out
concentrations acrosgasons in which both concentrations and dihgiare present (the inner
curve).

The division irto periods of concentration and dilution forms the basis of the function(s)
approach for density which is shown schematically below.

seasonal density 1977Gila at Safford(dymns)

dilution(w |
. ( concentration(w)

o

»e |

0.9965 dilution(s
oncentration(s)

0.995
1/1/19772/20/1974/11/197B/31/1977/20/19779/8/197710/28/19722/17/1977

date

Figure140

In the function(s) definitiong;oncentratiorand dilution are defined by the direction of change of
averagealensity arouné seasonal midpointhe (w) and (s) labelsow become necessaty
differentiate the functions in different seasoflse midpoint used here is the chronological
midpoint (red line) of the yearot the minimum value to avoid situations sastthat illusrated
below. This graplshows how a potential probleimthe function(s) approach can easily be
avoided with a good choice methodology.
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With the function(s) approach becomesecessary to make a distinction between a sample that
is O0diluted and a group of samples that are u
dilutei i . el.u téida n 6noun and b etb elativestate and a procesBhe confusion can

bedispelledsomewhaby realizng that the functioghereare relative to the seasora
concentration(s) sample, for example, is a dilute (summer) sample among other dilute samples
that aran the process diecomingmore concentratedhe process is empsiaed here over the
state.

Only the dens/densdiff analysis is fully functional, the others atelrep 6 f euansca i adlnal 6
with the seasonal labattached prior to the functionahalysis The confusion mighhavebeen

alleviated with diferent labelling winter(dil), summer(cond) but the flow labels (exp(wgtc)

provided the template and it is too lategtoback and rabel eveything which would not,

moreovey change any of the results.

Using the function(s)bels the daily mean and grab samplensitiesan be evaluated.

function(s) values - density - Gila at Saf

averages/(kg/L) counts

dymn(T) grab(T) grab(TSPXdymn grab
dilution(w) 0.9989 0.9990 0.9994 3534 48
dilution(s) 0.9968 0.9971 0.9976 3084 30
concentration(s) 0.9970 0.9969 0.9974 2997 47
concentration(w) 0.9991 0.9995 0.9999 3534 36

Table87

The functionsare listed in chronological ord&éom top to bottomrand summer (s) values are
clearly lower tlan winter. The various functiosgem to have fairly similar sgle counts with a
somewhatarger number of winter than summer samples.

It is at this point that the difference between the inner and outer sine ceailgsomes into
play. Alabel like dilution(w)(or winter(dil), describing the timperiodandfunctionaldirection



of the outer sine curvagctually covers both increasing and decreasing den@fitise inner

curve. The averages have to deal not only with the numbers of differences going in a certain
directionbut also their magnitudes. dilution(w) mayinclude many low negative values and a
few large positive values and the average srayup positive.

daily mean density differences by function(s) category in
chronological order Gila at Safford
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Figurel42

In the above graph, daily mean density differences are grouped by function(s) category and,
within categories, are sorted from largest to smallest to separate positive from negative density
change. The areas, which give the percent positive or negative, appear quite similalywith on
concentration(w) standing out as beabitsmaller and having a lger gapbetween negative

and positive Zerodensity difference Here are the numbers:

areas positive/negative density differences daily means

(inner sine curve) - Gila at Safford

type < absdiffs count equal
dilution(w) conc 0.24

dil 0.26 171
dilution(s) conc 0.29

dil 0.34 213
concentration(s) conc 0.29

dil 0.25 234
concentration(w) conc 0.17

dil 0.15 247

Table88

The averagefor density difference come out, as might be expected from the even mix of types,
in accord with the all data averagegote that dilution is negative differences, concentration is
positive differencesSo t he function(s) O6sl i ceodlywiththet he
regime designations which follow the annual curve.

SYys



function(s) values and differences of daily means/(kg/L)
- Gila at safford
values cnt differences cnt
dilution(w) 0.9989 3534 -1.2E-05 3533
dilution(s) 0.9968 3084 -2.1E-05 3084
concentration(s) 0.9970 2997 2.1E-05 2997
concentration(w) 0.9991 3534 1.2E-05 3534
Table89

Dividing upfunction(s) densitieito molarvolume difference inversn and nofinversion
categoriedirst, yieldsthe following average values and differencdse function(s) approach
yields both positive (inv) and negative (rmv) differences in both dilution @nconcentration

periods.The nversionanalysi i s picking up the &éinner curvebo
function(s) daily mean density values and differences under partial molal

volume inverison/non-inversion (kg/L) - Gila at Safford
values differences counts

inv noninv inv noninv inv non-inv
dilution(w) 0.9990 0.9988 2.9E-04 -2.0E-04 1376 2159
dilution(s) 0.9969 0.9968 3.0E-04 -2.5E-04 1272 1814
concentration(s) 0.9971 0.9969 2.9E-04 -2.0E-04 1357 164d
concentration(w) 0.9992 0.9991 2.1E-04 -1.4E-04 1531 2003

Table90

Seasorstill takes precedence over inversion/rversionfor the valuesThefunction(s)

averagdlifferences arelivided into diluton and concentration across s¢lasondy inversion

analysis. As a result there greriods ofdilutions wih positive valueand concentrations with

negative valugghe opposite of thiunctional directiorfor the seasaninversion at the

function(s)level, producesanumy mmet ri ¢ 6cut d that <creates pos
negative differences in concentration regimes.

The function(l) (I for | ocal) approach i s exa
works backward and forwd from each peak tithe next (or previous) dagslensityfis higher.

With so many peaks in the daily means there had to be some designations to cover overlapping
from one | ocal peak to the next or iorstterawalds
groups below. The following figureshows how the function(l) analysis assigiistion and

concentration.
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The function(l) approach is somewhat different in density than in flow because the context is
different. Unlike flow, densitgoes not present with long intervals of steady values interspersed
with short bursts of pulses. Density is more of a constant pulsing and though there are higher
peak to valley drops in the spririgan in the winter there arefwv 6 s t e aaddythbselete at e s
areof short duration

The daily mean average values and differenceter the functior) approach have, like the
function(s) approach, differences in line with the regimes of the annual curve.

function(l) density average values and differences/(kg/L)
- Gila at safford(dymns)
value cnt difference cnt
dilution(w) 0.9990 2254 -1.7E-04 2254
dilution(s) 0.9969 1646 -2.4E-04 1646
concentration(s) 0.9970 2616 2.6E-04 2616
concentration(w) 0.9991 2940 2.2E-04 2940
steady 0.9981 874 6.3E-05 874
valley(s) 0.9967 1346 -2.4E-04 1346
valley(w) 0.9988 1472 -1.9E-04 1472
Table91

Under inversion/notinversion the dailynean function(l) desity valuesarelargelywhat woutl
be expectedAs with function(s),function(l) picks up both thpositive and negative differences
of the inner curvas opposed to the averages picture (to right below) of the annual curve



function(l) density average values and differences under inversion
/non-inversion (kg/L) - Gila at Safford(dymns) func(l)

values avgs
inv cnt non-inv  cnt values

dilution(w) 0.9999 13 0.9989 2241 0.999(
dilution(s) 0.9969 1646 0.9964
concentration(s) 0.9970 2435 0.9966 181 0.997(
concentration(w) 0.9991 2699 0.9991 241 0.9991
steady 0.9981 361 0.998038 513

valley(s) 0.996653 1346

valley(w) 0.9999 27 0.998806 1445

differences

inv cnt non-inv  cnt
dilution(w) 9.4E-05 13 -1.7E-04 2241 -1.7E-01
dilution(s) -2.4E-04 1646 -2.4E-04
concentration(s) 2.9E-04 2435 -1.4E-04 181 2.6E-04
concentration(w) 2.5E-04 2699 -1.0E-04 241 2.2E-04
steady 3.0E-04 361 -1.1E-04 513
valley(s) -2.4E-04 1346
valley(w) 6.6E-05 27 -2.0E-04 1445
Table92

What is new in the function(l) inveion process picture is that the seasonal distinction in values
is beginning to blua little and the preference for certain types is pronounBedher than

simply an average value, the function(l) inversion anabjisisnguishes preferred type by

sample type count. In values, under inversaamcentration is the preferred type in both winter
and summer, nemversion prefers dilution. Aedifferences split into positive and negative
across alseasonafunctional goups and the inversion preference for concentration tyyes
inversion for dilutionjs expressed in the countsversionnow representgoncentratn

regardless of seasavhile norrinversion representilution. The onlyapparenproblemis the
disapmarance of dilution(s) samplaader inversion for reasons not immediately apparent.

What follows is a summary of density values and differences from tdatallsituation through
seasonal/functional analysis to inversionAnaversionprocessanalysis Grab(T) dasities have

been eliminated frm a | | e x @eapta 6t tpe r d a lolasmaller and easigr tot h e
read.
density statistics over all data/ (kg/L) - Gila at Sal
values differences
dymn(T) grab(T)grab(TSPh R & Y y ¥ @ NJ 1636Nd- 0O
average 0.9980 0.9982 0.9986 -3.0E-08 -1.4E-05 -1.6E-O
median 0.9982 0.9985 0.9989 -1.8E-05 -6.7E-05 -1.4E-0{
mode 0.9992 0.9996 N/A O.0E+0O0 O.OE+OO0ON/A
min 0.9945 0.9948 0.9953 -1.3E-03 -3.2E-03 -3.1E-O
max 1.0000 1.0000 1.0006 1.7E-03 3.8E-03 4.5E-0]
stdev 0.0012 0.0014 0.0014 3.1E-04 1.4E-03 1.4E-O
count 13149 161 161 13148 160 160

Table93
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average density values/ (kg/L) using different analysis methods - Gila at Safford

values

dymn(T) grab(TsP)
month season funct(s)* funct()* month season funct(s)* funct(l)*
hidens(w) 0.9992 0.9990 0.9991 0.9991 0.9998 0.9996 0.9989 0.9997%
0.9989 0.9990 0.9994 0.9995
lodens(s) 0.9972 0.9969 0.9970 0.9970 0.9978 0.9975 0.9974 0.99754
0.9968 0.9969 0.9976 0.9974

rel std. dev

hidens(w) 0.0003 0.056 0.053 0.053 0.0003 0.065 0.052 0.0645
0.057 0.057 0.066 0.0643
lodens(s) 0.051 0.068 0.062 0.067 0.001 0.101 0.105 0.074
0.073 0.067 0.096 0.094

* = concentration/dilution

Table94

The distinction between high and low density is apparent at the skles@hand does not
change significantlyvith functional analysisGrab(TSP) values are higher that daily means
across the board, as expectEde relative standard deviations for deyisialues remain fairly
constanta little higher for grés than day means but mostly all in the same ball pankl very
low.

It is with the differencegbelow) that the advantages narrowing the field for averagingecome
apparent. A tighter contextqduces larger difference$his outcomean be seem the tableoy
scanning thelaily meandifferences in the ot suggested by the blue arrowath the tipof the
arrow towards higher valueBhere is a difference of threeders magnitudes thedaily mean
differencedrom E7 to EM.

daily mean density differences under different analysis
methods - kg/L - Gila at Safford

difference |

monthly seasonal funct(s)* funct(l)*
hidens(w) 5.40E-07 1.90E-07 1.20E-05 2.20E-04
-1.20E-05-1.70E-04

lodens(s) 1.60E-07-2.90E-07 2.10E-05 2.60E-04
-2.10E-05-2.40E-04

relstdev
hidens(w) 1150 144331 1878 112
-2633 83
lodens(s) 4952 116584 1521 101
< -1692 75
|
* = concentration/dilution
Table95

Even more dramatiandpossibly moresignificantis the lowering of relative standard deviations.
The astronomical values fdaily meanseasonal relative standard deviations are a result of
dividing a very smalhumber (the standard deviat)doy another vergmall numbefthe average
difference). Narrowig the field for averaging bottlecreases the standard deviati(ihe



numerator in the relative standareléation equation) and increagbs average difference (the
denominatorpoth of which contribute to making tmelative standard deation a smaller
number To explicitly grind out the numbers, hesge the numerical inpufer seasonaind
function(l) relative standard deviations.

grinding out the numbers (rel std dev calc)
seas-hidens(w) func()-hidenavg
stdev(numerator) 2.74E-04 2.80E-05
avg(denomintor) 1.90E-07 2.50E-05
rel std dev 144331 112
Table96

Inversionanalysis yieldgonsistenthighe difference averages aednsistentlower relative
standard deviatiorall in one steplt thus sidestepthe questionfirst posed by the
instantaneous/avage value dichotomy: whattise most meaingful time span for averagingl?
assumes that the time interval used in ine@ranalysis is meaningful and there are no
inconsistencies or anomalies to suggest otherwise. Only viewingdbesgrin a different time
framewill raise that question. More to follow.

daily mean average density differences using different analysis methods and in
non-inversion - kg/L - Gila at Safford
inversion non-inversion
differences monthly season function(s function(l; monthly season function(s function(l)
hidens(w) 2.1E-04 2.5E-04 2.1E-04 2.5E-04 -1.5E-04 -1.7E-04 -1.4E-04 -1.0E-04
2.9E-04 9.4E-05 -2.0E-04 -1.7E-04
lodens(s) 3.1E-04 3.0E-04 2.9E-04 2.9E-04 -2.3E-04 -2.3E-04 -2.0E-04 -1.4E-04
3.0E-04 -2.5E-04 -2.4E-01
abs rel std
hidens(w) 88 95 91 94 83 88 90 124
93 100 82 82
lodens(s) 82 82 82 83 85 87 90 149
83 84 78
*concentration/dilution
Table97

The averageaily mean densityaluesanddifferences for the various seasons the GilaRiver

at Saffad can now be identifiedwith er y &6t i g ht 6s. Thege agegchéumation() n u mb e r
valuesand the inversion/nemversion differenceboth of which haveelatively low relative

standard deviation3 he only fly in the ointmenis thatexplairing how these numbers were

arrived atgiventhe numerouassumptions ah 6 g u e s madealang theevgaymay take a
while.

The winter hidensity season on the Gilaually begins in October, only once in Septenaner
once in November in the analysisre. It typically lasts 190 days but can be as few as 85 or as
many as 227The averagavinter density is 0.9990 +0.00056 kg/L kg/L=gr/ml). The average
day today dfference in winter density is 1.9E+/- 2.7E4. Inversion/norinversion



differentiation yields a day to day inversion difference of 245@r concentration, 9.7k for
dilution while noninversion concentration and dilution are both aroudn@g&4.

Thesummer ledensity season is shorter with a shorter range as well, averagayHain 129

max 189t begins either in April or May with about as mastgrts inone month as the other.

The average seasonal summer density is 0.996200068 kg/L. Thegerage day to day

difference in mmer density is2.9E7 +/- 3.4E-4. Inversion/norinversion differentiation yields

a day to day inversion difference-@.9E4 for concentratiorperiods while noninversionvaries
from-1.4E41t0-2.4E4 kg/L. In both £asonsinversion/norinversionanalysis not only

separates positive from negative density change but lowers the relative standard deviations from
astronomical numbers to around the same value as the difference itself (100%).

The appearance of April ancc@ber as pivotal dates is probably a function ofatieual change

in densityjustas January and July are the mand max winter high and min summer |éow
periods respectively. Flow amplitudes are at their max in Jamanuh Jul but the total dative

and partial molar volume lines of the low flow analysis cross in April and October. So there are
generabpoints of correspondentetween flow and densipjatterns but they depend largely on

the data used and scaling of the graph. Thesetbest, circumstantibut continued

scrutinizing of these points of contact may lead to new, more fundamentally meaningful ties.

The d6inversionsdéd found t o t briewmluggbemnfalljintotwh at ever
groups that seem quitkstinct the one from the other.djbr ion concentration inversion is a

flow relatedprocess that involves a difference in groups of induténg certairflow periods

Molar volumeinversion isadensityrelatedprocess that involves changesa systenin more or

less constant fluEventually the question efhetherthese two types of irersion have any

connectiorwill have to be answered. Thaill be done aftethe energy patterns tie system

have been examined

Before contining the analysis with théhermodynamic functionshére istype of energy relatiothat reeds to be
consideredirst for completenesk namely the overall mechanical energy of the control volume in time and space.
The following graph shows the kinetic/2mv~2) and the potential (mGdahergyof the control volume in 1977.

kinetic and potential energy of control volumé&ila at
Safford(grabs)

15000
10000

5000

N
<
K 0
o 01/01/77  04/11/77  07/20/77 | 10/28/77 K.E./10
£ -5000 1A
S P.E.*10712

-10000

-15000

-20000

date

Figure144



The correlation between kinetic and potential energy are quite high and, significantly, so are those with flow but not
with density. What the peaks of K.E. and valley®dE. correspond to are periods of maximum conversion of
potential to kineticenergy (that is, high flow).

correlations mechanical energy control volume with
flow and density - Gila at Safford (grabs)
K.E. P.E. flow-grab  dens(TSP)-grab
K.E. 1.00 -0.99 0.97 0.14
P.E. -0.99 1.00 -0.99 -0.17
flow-grab 0.97 -0.99 1.00 0.20
dens(TSP)- 0.14 -0.17 0.20 1.0Q
pair counts (all) 161
Table98

Since the external energy is related to flow, it seems it might also be related to major ion concentration inversion.
That, however, doaot appear tde the case. There are KEpeak/PEvalleypairs and 53 majooih concentration
inversions but only 28 examplescurring on the same datgince the connection here would presumably be causal,
anything less than 100% disproves the ideaati

I't may be wondered why density is even being odavaluated
dataset rathe¢hanasummary of established facThings were still being discovered afebrked oud(or not)as it

was beingwritten. And it is always a good idda check relations evemhenit is fairly certainthere is nae: it is

always possible tbe surprsed

The internal energies too are highly int@rrelatedand highly correlated to flowHere the total thermodynamic
functions are used, H or enthalpy, S or entropy, and G or free energy to represent the intgyal leese are
calculatedoy the amount (number of moles) times the molar functidHsn, dSm,dGm). The amount of water is
sooverwhelmingly large in comparison with that of any or even all of the lesser constitwaritadtally dominates
the solution What follows are the total thermodynamic functions for watela surrogate for the solution, using the
standard functionsf formation for water from the CRC.

total thermodynamic functions for water (solution) vs tim@ila at total thermodynamic functions for water (solution) vs tim&ila at
Safford(grabs) Safford(grabs)

3.0E+08 3.0E+08

2.0E+08 2.0E+08

1.0E+08 1.0E+08
5 enthalpy = enthalpy
S 0.0E+00 . $ 0.0E+00
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-3.0E+08 . -3.0E+08 .

time/days time/days
Figure145 Figure146

The correlatins arehigh and bring out the circular nature of the calculations but the connection to flow (via
amounts) is 6real . o



correlations thermodynamics functions of water (solution)

with flow and density - Gila at Safford(grabs)

enthalpy entropy*5 free ener¢flow-grab/ct dens(TSP)-grab/(kg/L)
enthalpy 1.00 -1.00 1.00 -1.00 -0.20
entropy*5K -1.00 1.00 -1.00 1.00 0.20
free energy 1.00 -1.00 1.00 -1.00 -0.20
flow-grab/cfs -1.00 1.00 -1.00 1.00 0.20
dens(TSP)-grab/(kg/L) -0.20 0.20 -0.20 0.20 1.00
pair counts (all) 161

Table 99

The correlations between external and internal energy are quite high (bEf@ng are 42nthalpyfree energy

valleys and 43 entropypea Ther e i s already a oOproblembé with a | one
enthalpy/free energyalley. Closer inspection of the offending date, 8/22/02, shows no obvious problehthajus

the values diffeponly slightly than those of the following date, 11/3/02hese are very small peaks and valleys

Other than that, KPE peaksand valleys linaip perfectly with internal energy peaks and valleys.

correlations external and internal energy - Gila at Safford(grabs)
K.E. P.E. H S G

K.E. 1.00 -0.99 -0.97 0.96 -0.97
P.E. -0.99 1.00 0.99 -0.99 0.99

H -0.97 0.99 1.00 -1.00 1.00

S 0.96 -0.99 -1.00 1.00 -1.00

G -0.97 0.99 1.00 -1.00 1.00

pair coun 161

Table100

The high correlations above would seem to suggest that the internal energies of the control volume have some
relation to the externaBut the accepted wisdom is thhttexternal energy diie system as a whol&as no

influence on the internal energiyhereason is that thiaternal energy of the system is related to the interegieks

of freedom(rotational, vibrational, and electronié§.These aréntrinsic aspects of the systart changed by
changes in kinetienergyor gravitational potential of the system as a whebe this reason, the accepted wisdom
will be followed and the relations between external and internal will not be further caasidgly the internal

energy changes are relevant to what is being looked atiheee the internal changes in a systeaused by the
environment

There is a serious consequetcéhese considerationdNearly perfect correlations areibg dismissed asrelevant

and, worse, are seen to be potentialigleading.This conclusionrdoes not bode well for a study based largely o
correlations. Wich are meaningful and which are ndd®es the answer lie jpreconceived notions that lieitside

the system deeription? Or is it possible to build up a structure of relations that support one another to such an extent
as to be able to stdrup on itsown?That, of course, remains to be seen.

To further investigate internal energy patterns, the thermodymaoiar functionsof formation

for the aqueous iongere taken fronthe CRC (6% ed.)and other accepted sourded. ange 0 s ,
Stumm, Hepler and HoveWateqg4f and Phreeqc datasétemulapali, Atking. Values for
compounds ofhese ionsvered e d u c e d Wwawt Valuesifeos thése accegal sources are
thebest numbers available, developed by authorities and rigorously checked and rechecked.
Numbers taken from different sources, however, will have been developed with different
experimental setips and calculated hifferent ways. Across parameters in the dataset used
here there are undoubtedly mmtches, one source may have a different number than another

er



for the same factor. The thermodynamic values used here are aguamttgeeand may lack
internal consistencgt any number of levels.

To adjust for temperature, the equationsrdEldHmM® + Cp(T-To) and d$n = dSm° + CpIn(T/To)
were used where the small m denotes a molar fundoom( kcalmol, for S, kcal/mol*K) and
the small adenotes the standard stedenperature and pressure (STH)e heat capacities are
considered constard,reasonable assumption with the limited temperature range in\ailved
Safford(grabs,279-306 K).Free energyvas calculated witdGm = dHmi TdSm which ifrom
the definition

What followsis a reviewof basic thermodynamit&ory. It is neither complete nor definitive
Insteadt is an adaptation cdome ofthe principles of thermodynamics to suit the needs of the
analysisFuncti on meanings ar e Kk e p-bookadsfinitbotsoas s er vat i\
possibleThereis, moreawer,an at t e mp ptidetponcigeframthedyr oundd t o pr o
adequate Omoti vat i oBubonidionesin@rpratdionis nesdedtheo cedur e s
analysis is to proceed at @hd tere is always a danger that the raoDapplicabilityof the

lawswill be exceeded f t he r evi e wo wsaabrepstitioast thmesttha 6 § p e | t

because the lawseed to beéestedn theirnew contexto male sure thegtil 6 s ound ri ght . 0

The thermodynamitunctions are all expressions of two things, heat and work, related by a
common expression:

(Eenergy) = qdeat)+ waowork)

The first law thus stated sets upraportionalrelation between a certain amount ofrlvand a

certain amount of heat, the-soa | | ed 6 me ¢ h aWarkecanlbe of many differdnte nt . 6
forms all of which can be representgdnericallyas the liftingof a weight somewhe in the
environment by a workerforming system. Work takes effort and ends when effort ends. But

heat gain or loss does nmtcessarilyend withwork-relatedeffort. Any work performing systm

needs to maintaia certain ratiof heatgain/lossto survive

Entropy looks at changes in the system in order to ensure thatrelat&d an be distinguished
from systeramaintenance heat loss/gain. The magic formutlg{eev) = TdSTheway to ensure

the boundary between the two types ofthess/gain has not been passedny great externs to
approach it gr adheprésenge obthe barderaswentingailybvérifyed oy
passing back and forth acrosdtiturns out that the reversible process that guarantees that only
work- related heat loss/gain li®ingconsidered also yields the max work that can be done by the
system.

Adding the idea of reversibility and generic definitiorof work with a sign conventiorto go
with it results in

dE = TdSi pdV
Working in the definition of enthalpgH = dE + d(PV) yields
=dE + d(PV) = TdS pdV + pdV + Vdp



dH = TdS + Vdp
etc.

All the thermodynamic functiodifferential equationsan be derived from tHest two

equations whickembody thdirst and second law3hemainproblemin practiceis either

finding the equation that best fits tbecumstances amavailable dat¢ t he &6ést udent & ap
manipulating thesituation and/or theata and checking tHg with a particular equatiotan

Oexper.d ment . 0)

Each of the partial molar thermodynamic functions has a specific meaning at the reaction level.
The molar free energy, for example, shows whether a reactiomitesvirom left to right (i.e.
reagents to products), can move spontaneously, at an indeterminate rate, towards equilibrium
corditions(Gm =-RTInK where K is the equilittum constant for the reactiargquilibrium is

the state of no (apparent) changewhich the rate of reaction in one direction (say product
formation orto the right) is equal to the rate in the other direcgmoduct dissociation dp the

left).

The full differentialequation foreversiblechange irfree energy is the Gibbs equati@Gm, =-
SmdT + VmdP. The last term isasily calculated being the volume times the difference in
pressure (day#ayl) with L-atm of the parameters in this dataset converted to kcal to match the
dimensions of the other ternit is the first term, 81dT, wherein lie all the problem&he

following is a discussion of the relations of entropy in different contexts and with different
factors which can be used to handle the term operationally.

The universal imperativéirst enunciated by Clausius, stateatt h e 6 e nesunigenrge iaf t h
constantbuent r opy tends towar ds apontaaeouproaessegsin The up
closed systems camly raise entropydS >= 0, the equality is for equilibrium conditiong)he
6closedbd system envisioned here is the (therm
complete that nothing can be added to it (i.e. no inputs are posailleinber of alternateerms

can be usetb describéhe6 u n i v dosesl,ecdnpletesolated, havingion-permeable
boundariesfunctionally completeTh ough O6compl et e compl etenessd
starting pointo develop them theoreticallthe themodynamic laws are really about functional
completenesander a given set of circunasices

There can only be one thermodynamic universe or the imperative falls apart. How would anyone

ever know that a process i n oniaanatimer?Giackhe e di dn
full extent of the universes notknown, how can it be used in analysig¥deal with this

ouni ver se6 atnhde irtesalr ewoartlido,n itto i s di vided i ntoa
the O0environmentdé which is everywhhere el se in

0 e n vmerndjostas nebuloussa t he Ouni ver sed bdcase thdiftesestiss n ot
in its interaction with the systerfthe differencat makeg$ not the extent of eithelhe
environmento is, as far as awihngbaedkobewseyr yahi
that could posbily be needed bthe system of interest.



The main thrust of the universal imperative is the maximzaon of posi ti ve entr
always pushing toward a maximum, it is necessary to make sure that theskeatgain of the
systemcorresponds tonly the amounof work being considereand hatis what g(rev) = TdS

does. M matter ha the entopy of a workperformingsystemchanges, the overall change in

entropy of the universe must be positorezero Negative entropy change asystemis possible

but it must be 6l ocal d in time and/ or.ltspace (
mustbed ma de amp d roebgan inpueod piosive entropy from some other parttbe

systemor fromsomewhere in the environmeamitside the system

The input must be o6l arge enougho t o ueeftieset t h
change in the universe stays positive. The arguneretib beset by fuzzinessrow much

larger?wh at i s Oadllnftitnietdée smomael?6 i s usually highly
it |l eads to a 6r ever s ithatreswdtsn a mdasueedble changgof . e . a

direction).In a reversible situation, theansweo t h e g u e st iisdnthe oontexboh o w mu
back and forth change around an equilibrium position. Ingaleworld, the question is open

and it ismuch mordifficult to determine where workelated heat loss ends and system

maintenance heat loss begins.

A quick glance at the of gradum solution molar entropied§m) shows an average value- of

0.45 kcal/K and a sum e71.66 with 160 negative values and lipes. If the grab samplsum
solutions pdeenhhedPs$ yks e disanple lewelhBut thgre is a

problemhere beauseitisn ot c¢cl ear what @ hies.enfforgya o6fdurddteiren
recognized as such it must prodscenemeasurablehange in the system. It must have a

starting state, a change to another stateaarehd pointfFor the cycle to be completéetend

point must be return to the original state neake sure theystem has not flown off intanothey

a thirdstate. The sign of completeness of the enérggiedis the return to the original state.

The universaimperative applieatall levels of time and space btimay or may not applyta

any particular the and place. Besides the considerationtodtherthe systemunder

consideration is completthe energy differencaaustmake up a complete cycl€he

completeness of the system is an intrinsic property of the system while the completeness of the
cycle is aransitoryproperty of the process which taealysis must capturdt is not known if a
system and aycle are complete until complete analysigveals that negative entropy has been
resolved in a complete cycle

Change in entropy is intimately related to volume change. The basic equationdatribpy of

a perfect gas in free expansi omfA\m)difeVi>Vii sot her
the expression is positive, if VI<Vi, the natural log of a ratio less than one makes the expression
negative Even with the multitude of conditions possible in the grab samples, total entropy most

often follows the pattern of total relative volunvéh expansion equaling positive entrof@mce

most substances expand when heatezlre¢lation expansion = positieatropy, while not the

only one possible, is most commd@Why this is so and aotableexceptionwill be examined

| ater when what ent i athigpointevadrd dgaling ongy &ithithe di scus
relations of entropy with other factors and hibve dealt with operationally).



Things get more complicated with real gases. The quintessential free expansion gas experiment

is that used to determine the Jotlilcomson coefficient. This experiment is the isothermal,

isobaric, isenthalpic expansion ofjas into a vacuurn dHm/dT = uCp. (The traditional use of

the word d6inversiondé is the temperature at wh
to absorbing heat or vice versa). Cpg tonstant pressure heat capadgyelated to entropy so

that, at moderate temperature rangé&sn(T2) = Sm + Cp*In(T2/T1). Here thesign of the

temperature compeation portions a combination of thieg portionwith the sign of the déat

capacity. For parameters with positive heat capacity, entropy goesvdwvnT1>T2up when

T2>T1, for negative heat capacity parameters, entropy goes down when TR¥31T2<T1

This equation brings heat into the picture wh
type of volume change. In the quantum mechaniicalige, the application of heat moves

molecules (i.e. they expand into) higher energy levels. This interpretation leads directly into the

view of entropy as a maximization of probabilities: (S = kin W, where W is the number of

microstates and W maximumtise condition of equilibrium). Beyond this, and how it applies to
nortrequilibrium states, the reader is referred to textbooks on statistical thermodynamics, a

subject that goes beyond the scope of this study.

The phrase o0t he r es cdnhbavetwomeanihgshe frg ia that aperiog@ nt r o p
of negative entropgan bed r e s mvewtiene vehen followethy an equivalenor slightly larger

or longer period of positive entropyhe connection between the heat capaanity entropy

opens up the pswhility of a second meaningegative entropy can be resolved by an input of

heat to the systenThe idea is thategativecan be changei positiveentropywith positive

enthalpy (heat gain by the systefegative entropy is permitted to exist indetity if
simultaneouslyombined with positive enthalpilote thatprocesdirectionis entrely

temperature dependentith no depeneince on amount

In the case of a solution, howevitlis necessaryto expandh e scope of Ot he res
negativee n t r. bip isn@ortant to remember that most of the time in this study weare

looking atentropy per se buthange inentro@it hat i s not itcelfbgat bve ent
changeirdi recti on towards negati v enaawhole phichis The
not known, may be positive while the change in entropy from one point to another may be
negative.Some species, when added to the solution, fdnegositive while others favahe
negativedirection If the change from one point to the next in sodentropyincreases solution
entropyand the change in chloride decses itthen the tware inversely related and, if

proportional in magnitudeancel each othewut. The end result is that solutiontrepy does not
changeNote that here process direction depends on relative amounts at a single temperature and
that the time can be assumed to be instantan@bissinterpretatiordoes make an assumption of

si mpl e Olutdtddes makeisengednéeé o6i on affinitiesd perspec

Much of the rest of the anal ysi s tweiditdto be devo
showthe different ways in which negative entropy nbeyresolvedT hese O6vi ews 6 wi | |
couple notable exceptions, uyde of parts of a solutioBut the resolution of negative

entropy is only assured in the context of a complete energy cycle in a cosyslet®.So the

challenge is to fit the parts together in such a way that the response of the whole system can be



deduced.To aid in putting the pieces together into a whole, a view of the system can be posited

as complete and the various patterns of parts compared to it. Here there are two posited
60compl et ethessynssolatioms @ constituents and wataeitherist r ul y &écompl et
they provide a reference for comparison.

The oO6compl et e n eimprdant mhowiepatve enlyopis reswived. &n input of

heat causes in most materials a volume expans
there is a contraction of volume. Since all emanations eventually dampen and die, each
succeeding O60pul sed is smaller than the previo

of positivei eat s eédiomuataaraundwithin itself, resolving its own
negative entropy over time. Most earthly systems requirepr of heat (enthalpy) or amount
of newmaterial with sum positive entropy to contribute from the environmenfromoutside
the system.

Another thing touching @ropy can be said, though it is oftemenlooked in standard textbooks

probably because it is considered too obvious
(outside the system) that provides the offsetting entropy must be contiguous aysi¢galph
contact. It is not expected that a drop in en

on a river somewhere in China. This assumption comesdraiogy with what is seen in mass
heat transferA cup of coffee on a hot plate will onbe warmed if it is actually in close physical
proximity i.e. on top of it. Furthermore, the rate of heat transferred is propoytnatainly to

the temperature difference, but atedhe area of physical contact between the two.

The assumption of physitcontact suggests another, related assumption that local negative
entropy change is taken care of as quickly an
expected that a negative entropy change involving a compound of arsenic be resolv&ddy rai

entropy of one of the major ions. There has to be a sameness of magnitudes, something
sometimes referred to as the O6economyd of nat

The resolutiorof S can be examined its relationto free energy ($via the relatiomgG = gH 1

Tgs. Mathematically, the equation works around the sign of entirapgntropy is negative

TpS adds to enthalpy and free enSdarggryhaniHs posi t
free energy is negative. We therefore expect freggy to be usuallgegative at higher

temperatured-ree energis both a number indicating spontaneity anghar{iculartype of) heat

contentin kcals The above equatias at the hearof thethermodynamic argument because it

sets up a reteon betweenanexperimental result (fom a calorimetric angbisfor examplé,

the entropy statef the system (Sand anumber that reconciles the twokcals (G). The

relationis, againbaseddn thechange imreversible heat contebte i n g e q foraalgiveno T S
amount of work.

The above equation is just camong severglossiblefor free energy. Itan also be calcated

with dG’m = RTIn(K) or dGm =dG’m+RTIn(a), ordGm = nFE Thesecalculations yield

different numerical valueand do not correlat@ith one anotherfey oO0st art 6 from di
placesand look at different dependenci@se calculation with activity (In(a)) starts at the level

at which the parameter is whtre activity istaken and changes with changeaativity. It yields



values gite differentfrom other equations some of whichncentrate on temperature
dependence onlll of the calculations ardnoweverultimatelyreconcilablewith each other
should one wish to take the time and effort.ekpanding onlG = nFE Atkinst! showsit to be
equaltopGm =m-@P g S which is the formmostused here

There are rather too many options when all that is wanted is a quick and easy way to calculate

free energy. Using the definition, G =5, seemdike a safe bet anplugging in the tabulated

standard values seems like the right thing to dal@itn = dH°m-TdS°m does not yield the

accepted valutor free energyt STP(standard temperature and pressWighile the Xm are

the sums of the produatsinus the sums of the reagents for the reagtiopXG = HTS is
interprete-d qgasdp®Gi s @Bt the tabul a$med value f

A spreadsheet calculation showing how the equasiovorked out for watefllustratesh o wS @
fits the standard valugegethert*Inputs, in blue, are the stoichiometric coefficients, the standard
values of molar enthalpy and entropy, the latter bordering in red, and third law entropies of
reagents. The inputs in blue d@ine data in the available dimensions and formulas do the
calculations to keep all dimensions the same.

H20 H2 +1/2 02 = H20
products reagents diff sums

stoich 1 0 1 0.5 0 0
oH kJ -285.5 0 0 0 0 0 -285.5

kcal -68.2726 0 (o] 0 0 0 -68.2726

stoich 1 0 1 0.5 0 0
a5 J 70 0 130.6 205 0 0 -163.1 -0.1631kJ

cal 16.73934 0 31.23084 49.02238 0 0 -39.0027  -0.039kcal

kcal 0.01673

kcal 0.0167 70.03223
foie] -236.872

-56.644 -73.2635(incorrect
T= 298.15
Table 101

Thevalues in the next to last colunmthe right aréhe sum of the produsiminus the sum of
the reagents. The values for enthalpy fied energyare the tabulated standard values for
enthalpy and free energy bilite entropynumber(-163J) is not the tabulated molar entropy for
water (70J/mol*K).

aG6 in this section, and others | ihkie e to,d Gmal |
refers to free energy calculated from d&ither free energy equation sets up a complete

analysisi any one of the functions can be calculated from the other two with nothing left over or
leftoutBut only the <cal culedhtee fanctions attSTP (28fLameconci | e
with one anotherSo the tabulated values, &, ar e e qu al Thatiswhy@GepGot d Gm.
calculation is a 6t ouocfh sd @nmm eibs alnaabl eylsliesd aansd & ihn

|l s the S calcwi &@tofont me 6gestoémgmai ntenance el
free energy calculations start out from the same place? It seems likely but the claim has not been
examined for support in the |iteraturtitme The
standard values at STP. This statement was only actually verified for water. In most cases, Third



Law entropies could not be found. In one case where all the numbers were available (AgCI3), the
calcul ated @G did not agoaseesprobabylusttdue® t abul at e
inconsistency in the dataset and the assumpt.
a calcul atotdém wi t h @S

From the calculation above, itsgem® bvi ous t hat @S wid$m, withthevay s b«
difference beinghe Third Law entropie®A quick glance at the thermodynamic data dataset,

however, reveals that there are 16 examples o
dSm subtract from G or dGm, o0 nléexanpledotiwhee pect
that i s not the case and they are not all t he

15 examplesoffG >qppH whi ch raises the question O0how car
available from reversible work, ever be greater than the total energy that can be converted to

A

wor k?6

It is to be notedin passingthat one of the firgbieces of advice given to studensing the

thermodynamic values is that they verify the consistency of the dataset they ardmusiisy).

case, consideration datasetonsistency waabout the last thing toe doneThe initial

response to that exceldé nand dowhentee dsmButef f ect i
cal cul ati on r an ,thedatasettwhsexaop@ecausaf thalimnpidatiors for
entropychange

The Third Law entropies are, according to Atkinsot exact due to the existerinesamplesat
0 K of random distributions of isotopand shold be consideredonvention& The extent of
variability is rot known ands assumed noflargedbutit is transferred o o fonmether to
gis. Theprobablyslight variability ineach otthe two free energgalculations ishowever)ess
important than the existenoé a variable amant of entropy in one of them.

Free energy values reconciles enthalpy and entropy but different values of free energy may
divide the influence of the two differently. There is, it seems, an uncertain proportion of entropy
to enthalpy depending on the circumstances. The line betweetaia eenount of work and
work-related heagain/loss moves about in different cas&sd the proportion, uncertain but
constant for a given parameter, is variable between different parameters.

The above calulator can be used to determopsS ,ow & ®lution with many parametersach

with different reagentsnvolves quite a lot ofvork. If thevalues of enthalpy and free energy are

known at any given temperatutfgwevere nt r opy can be-( @@jiHyTydnat ed as
massewithout having to know thepecificthird law entropiesnvolved To examine its behavior

over a wide temperature ranggs wascalculatedat 298.15 with the stalard valuesf enthalpy

and free energyAnother pointvasneededandO K served the purposeAtOK, S goes t o ze
i n accord wi toh atnhde H@aloulatordvasireated with the standard values

at 298 ad making the free energy at @qual to the enthalpy. With these two points, the rest of

t hevap&werelet er mined with the sl ope bet Whsen 298
procedure meets all thequirements but did not and could pobduce the correct relation.

With it, g5 is a constant so entropy, in effect, does not change. Just distribubiatpgmand free



energy values equally between two points does not.wxen though the relation between the
three functions is lineathe underlying relationshipetween enthalpy and free energy is not

A better solution is to use ti@ibbsHelmsholtze qu at i on OT-(H®BZ-T = G
G0)/29872)%T-298.159). Times1K is added to resolve the dimensional differeritlis

eguation meets the requirement2a 8 and OK and gives a non cons
There is some strange behavior & libwer end of the relationith temperaturéor bothgpS a n d
dSm(left below). But the important thing is that, in the 23® K range encoueredhere, the

two slopes are very smafi magnitude and quitenear. Thepercent dSm ofiS (right below) is

alsoacuriouscurvewith dSm becomingn i ncr easi ngl ySadsesempgraturgsr opor t
rise
n{ FYR R{Y 6FGSNI 6AGK NRaAyY percent abs(dSm) of abp%) water with rising temperature
150 100
o0
. o
o dSm*1000 30
-50 [0} 50 100 150 200 250 300 350 20
-50 10
100 -50 0 50 100 150 200 250 300 350
K K
Figurel147 figure 148
The en masse calculationggfS al | ows t he f r eeasilyasederrddferente qu at i on

parameterddow giG changes depends the relative magnitudes of H andSand their signs.

dH°m ( = opiklysually negative (144 out of 1parameters here) anafger than dSm whicls

probably alwaysmallerthanp S . There are different tomoembi nat
thingi either entropy or enthalpy dsiving the reaction. The table below Werout the various
combinations with a simple numeric example to verify conclusions.

NSt GA2yakgwLl nDI pl m¢R

nlm nl b decr incr
T S n D nbD decr n 1
¢n{b n D n D incr 1 n
Foaen{ploanli IFoanl Blroac¢np({
-1 1 -3 3
-3 2 -1 -2 4
3 -4 - 1 -4 2|
A¥T loacecn{ploanl A¥ loanpl ploac
GKSYy LR2aAGABS ¢p{ TKSy yS3ariaargs
negative free energy negative free energy
entropy driven enthalpy driven

AFfT loaen{pbloani
AT ¢n{Bn r Syi

else NS1 (not spontaneous)

end if

StasS o6lLoanl ploeacnp{ov
AF nlfn ' SyGkKFf L
else NS2
end if

end if




Table 102

The labels bsTdS>absdH and absdH>absTdS refer to the table structure, the dG results within
the table are the result of placitige signed values of TdS and dito the equatiorBecause of

the minus sign in the equation tHe a n 8 exprawsions work inversely tme another. When

both are increasing toth are decreasing the regslthe difference, when they are going in
opposite directions the resudtthe sum of their value¥/ith these relabns atest can be derived

to identify entropy and enthalpy driveeactions and that is given at the bottom of the table.

The above test seems a bit more straightforward than that proposed by Atgind6® of his
Physical Chemisy. There he uses the fundamental equation in the 6/ =-H/T + dS and
one has totsuggle with whether the minus signs are from the function or the equitibis
negative (exothermic reaction) therH/T is H/T so, if dS is negative and larger than H/T, then
the result imegative an@qual to-G/T makingG/T positive(nonspontaneous). If dS is
positive - -H/T adds to it andG/T is positive so G/T is negative (spontaneenthalpy driveh
Similarly if H is positive (endothermic reaction) thé#f/T subtracts from dS. If dS is positive
and larger tharH/T then-G/T is positive so G/T is negatispontaneougntropy driven)If dS
is negative, then the two add af@&/T is negative so G/T must be positi®nspontaneous)
But the two tests come to the same thing: notel#i@t(magenta in the boxes) is a resilt
either positive TDS or negative dH.

Recourse is had here to the reaction level meaning of negative free energy being the sign of a
spontaneous reaction. This relatisrexplaired with the equation dG = RTIn(Q) wheresghe
socal | ed §u et t tshasicaldya raioof the concentrations of pdacts and reagents.
More exactlyit is the product of the concentrations of tleactionproducts to their
stoichiometric coefficients divided by the product of the concentrations of the teagdmir
coefficients in any given circumstan¢€is thereaction quotient at the point at which
equilibrium has been reachell.the denominatoof Q (reagents) is greater than the numerator
(products)the natural log makes the whole expressiegdive and the reactioproceed
spontaneousltoward the formation of products until Q = K the numerator is larger than the
denominator, free energy is positive and the reactioi spontaneous in the left to right
direction as written.

The magnitude of free energy indicates only the ability to change spontaneously and says
nothing about the speed of chanBesing emperaturalways speeds up reactiomsyghly 10x
for evay degree C according to the Aanius principlebuteffects spotaneityvariously
through the changinigiter-relations among théaermodynamidunctiors.

dHa nd wWegSalculad for each major ioand H20 using the standardlves of formation

from O to 308K How the function relations play out with mgj temperaturdepends in paxdn

the sign of the heat capacity. The following graph shows the temperature compensation portion
of the enthalpy (Cp*(T2Z'1) and entropy (Cp*In(T2/T1) calculations for H20O (positive Cp) and
HCO3 (negative Cp). As expected, heattent (ethalpy) and entropy of water hagepositive

slope with rising temperature whildth HCO3they havea negative slop&hey all meet at

298.15, the temperature difference reference point (T1 above).



CpdT portion H20 (positive Cp) , HCO3 (negative Cp) in Hm & Sm

calculation
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Figure 149(back)

While the slope of the heat content function is determined by the sign of the heat capacity,
whether the values are negative or positive is determined by the sign of the standaithealue
temperatureompensation portion of the equation is usually a small factor added or subtracted to
the standard valuén the views below the parameters go to their standard vaaiber than

zerq at 298.Through the interplay afntropy and enthalpywb parameterone with negative

heat capacity the other positive and therefore heat loss and heat gain with rising temperature
respectively can both have (numieally) decreasing free energy.

thermodynamic functions of water with rising temperature std

thermodynamic functions of Cl with rising temperature std values of
values of formation

formation

,12275 280 285 290 295 300 305 310 ,22275 280 285 290 295 300 305 310
-20 -40
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40 -80
-100
50 -120
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-70 -0-0-0 -160
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Figure 150 Figure 151
change in thermodynamic functions with rising ter
std vals
RIYI'j¢en{ nDYIRDY
H20 incr incr decr
HCO3 decr incr decr

Table103



In some cases thalues and theverall change is very smalb residuals are used to make them
visible and the table makes the direction explibite X(m)/T results of the Bl equation have
been multiplied by the temperaturecause X(m)/T can have a different slope #@n). The
original free energy and enthalpy data for the graph ardimegaimbers. Free energy, however,
increassin a negativalirection {.e. alarger negative numbevyhich istermeda dunctionalb
increase

The following reasoning applies when the standard values of enthalpy and free energy are

negative numberdlegative athalpyor r at her 606 heat easesemwhen its
becomes smalléri.e. when it beames a smaller negativeimberwhich is to say it increases in

a positive directionThis interpretation is in line with the convention that heat gain from the
environment is positive.ess heatoss is heagain.

Free energy, on the other hand, increases when its absolutb&atuses largdri.e. a larger

negative numbewrhichistosay t Oi ncr e as e s @on Sothenmgativesigpa ofi ve di r
the dGmcurve o the graph abovewhich means a largeegative numbergally representa

increasan free energyNumericincreasélecreasevas determined by simpleslope calculation

butwhile a negativeslope meandecreasng enthalpy/entropy, it meanscheasing free energy.

No sl opes, correlations, or relatiomdl were re
always be explicitly identified

One may wonder how all the functions can be increasing when the fundamental relateenbetw
them is inverse: dGdH =- TdS. Part of the reason is thelbpes changmagnitude and

direction dependingrothe temperatureange choserBelow shows the thermodynamic

functions of water over the extended temperature raiidge00 K dH is a slightly increasing

but consistently linear functioifdS and dGhowever are nonlinear and change slope around

50K. Slope directions and function correlations are shown in a table below the figure. Note that
overall the inverse relation among the functiesaintained but idifferent ways depending on

the slopes.The inverse relation disappears only whenfreeemey i s O0f |l i pped6 to
functions increase in the same directidhe rest of the discussion in this sectzom other

similar sectionsleals exclusively with slope directioreumeric or functionalhpot correlations.



relationship dH, TdS & dG H20 with rising terffO0K

5000
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dH TdS*1000 dG

Linear (dH) Linear (TdS*1000) Linear (dG)

Figure 151.5

slopes and correlations H20 at two temp ranges

slopes nl Y  TdS*1000n DY
0-50K 0.018 -11.9 0.867375(H,G/S)
279-306K  0.018 0.848647 -0.18799(H,S/G)

correls H&TAS H&G G&TdS

0-50K -0.9005 0.998185 -0.88068invTDS
279-306K 0.999683 -0.99997 -0.99967invG

Table 103.5

The Wateq4f program uses thermodynamic values of reaction in the aqueous phase. This set was
also used at times in this study, except for the case of water which is not defined in the reaction

in the aqueous pka. Using reaction in the agueopbase daset gives guitedifferent picture

of the relatiosb et weenTggsH and

The reactionn the aqueous phaseferencevalues of Hm andS°m of the major ions, except
HCOa3, are zero so using them is like using only the temperature compensation fatien
nonzero referencealue parameters are analyzed with their corresponding values of reaction in
the agueous phase, the result is B&out of 100 of them have 2988m greater thadHm. But
when de alSithmgs begonte moregomplicated.

Thefollowing graphs show the relations of the thermodynamic functions for Na and Cl when
reaction in the aqueous phase values are used. Na has a positive heat capacity while Cl a



negative.The ircreasing slope of Nfiee energyndicates alecreasén free energy, just the
opposite for Cl in line with the reasoningave. When the free energy value is greater #eao,
the reaction is naportaneous no matter what the magnitude or direction of the.Slbjse
picture clearl y s howd Clhaewsométhirgtnptlis@resemablyanmore 6

i mportant when they are 6dominantoé in the
thermodynamic functions of Na with rising temperature aq phas thermodynamic functions of CI with rising temperature aq phas
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change in thermodynamic functions with rising ter
ag phas
dHMENHN TNS NGNMEdGm
Na incr incr incr
Cl decr decr decr
Table104

The following table summarizes the relati@mong the thermodynamic functions using both
standard values of formation and reaction in the aqueous ahdselds some defining testhe
reactions being considered are, in the standard values view, the formation of water or the ions, in
the reaction pase view, the formation of the aqueous forms of the Bliope directions are now
rat her t h a@ercepbforfunctiodal ® for erdpthasiche sandard
values of formation picture (toj dividedfrom the reaction in the agous phase picture
(bottom) with parameters other than H20O in corresponding order.

indicated with +1

N a
s ol



major ion and water thermodynamic functions with rising temperature
sign slope**, correl with T functional
T pS n DF dzy O (relations N | B®** dG>dH* cn{BH
std vals H20 1 1 -1 incr H,S,.G ni -S(h) ¢ n{
Na 1 1 -1 incr H,S,G ni -S(h)/+S(g) ¢ n{
Cl -1 1 -1 incr G,S/H ni -S(h) ¢ n{
Ca -1 1 -1 incr G,S/H ni -S(h)/+S(g) ¢ n{
Mg -1 1 -1 incr G,S/H ni -S(h)/+S(g) ¢ n{
HCO3 -1 1 -1 incr G,S/H ni -S(h) ¢ n{
sSO4 -1 1 -1 incr G,S/H ni -S(h) ¢ n {
aq phas Na 1 1 -1 incr H,S,G nit kb { H -Sh)+s) ¢ n{
(@] -1 -1 -1 incr H,S/G b{HKkKnI +S(h)/-S(h) ¢ n{
Ca -1 -1 1 decr H,S.G b{HknI +S(h)/-S(h) ¢ n {
Mg -1 -1 1 decr H,S,.G b{HkpnI +S(h)/-S(h) ¢ n {
HCO3 -1 1 -1 incr G,S/H ¢ n { +S(g) ¢ n{
SO4 -1 -1 1 decr H,S,G b{ HknI +S((h)/-S(h) ¢ n{
**slopes 279-308K **tests 5-308K * abs valdg

Table 105back)

The way the thermodynamic functioare related to each oth@lumn7) follows from their
correlation to temperaturélhe functionakelations are derived from the slope directi@ig>

308K) of enthalpy, entropy and functional free enetgyhe left. There are twa@ombinations in

the standard values viewitherH,SG or G,S/H H,SG is predominant in the aqueous phase

view, only bicarbonatand CI ardifferent (G,S,/H) andH,S/G) respectivelyWhen all three are

not directly related, entropy is directly related to free energy and inversely related to enthalpy or
directly to enthalpy, inversely to free energifiese combinations will appear again under

different circumstances and at different levels of the analysis.

The tests in the last three columnsdashe $opes ignore results arour@K. In the standard
values of formation view, all the parameter reactiareenthalpy driverandshow ircreasing
(functional) free energy with rising temperaturethe reaction in the aquesphase picture,
most of themajor ions areon-spontaeaus at lowetemperaturs, enthalpy driven at higherhe
nonspontaneous/enthalpy switch temperatutbessame as the negative to positive entropy
switchtemperaturé 298.15.The exception arBla, which is enthalpy driven at lower temps,
norntspontaneous at highemd HCO3 whihis entropy driven at atempsconsidered here

The last column shows the results of a test that turned outlaogedy uninteresting:T &S T
predominates abovels, SPT>T S only appea.Tenextgoatadi cal |y
column relates the sigof entropyto whether abs G or abs H is highEne ions in standard

values viev all show enthalpyepresating negativeentropy at lower temps to whiche cations

add on a stretch of positive entropy from higher free energy at highe@s HCO3 is unique in

having positive entropy coming from free energy ateatips. Do th&e relationsset up a link

between HCO3 and Na, across the poles of the inversion, as well as with Ca & Mg, within the
inversion?

The fact enthal pyasred fimeadiddergyntoidna ecti ons
gain the other negatively as a larger negative number, makes for aestHer monitoring

change in entropylhe various possible combinations are worked out below with a simple

numeric exampléor verification.



relationship (H-G)/T

I s nD

=]

nil 1 nil b decr incr
aG- n{ n{ incr n 1
n Db N { N { decr 1 n
I oanbDBIl 6 anil I éanl!l Bl 6 anb
-1 1 -3 3

-3 2 4 -1 -2 al

3| -4 -2| 1 -4 2|
if absG>absH if absH>absG
then negative free energy = then positive enthalpy
positive entropy positive entropy

if absG>absH
if G< O = positive entropy
else, negative entropyl
end if
else (absH>absG)
if H>0 = positive entropy
else, negative entropy2
end if

end if

Table 106

When enthalpy and free emgy are increasing alecreasindpoth togetherthe result is a

summation of their absolute values. When one is increasing and the other decreasing, the result
is a difference. The differencép sign when dG>dH or dH>dG his difference of differences
makes for an easy test to determine if entropy is positive or negative. If absG>absH then
negative free energy means positive entropy,iekedsH>absG) positive enthalpy means

positive entrpy. In the table above, the notation under the dG>dH column hdadetes only

t he s i gandthefsourfegu®dt whether it is increasingemrelasing with temperature.

The relations above are for individdatmationreactionsseen at two differentgspectives

The relations of interest here are those of a solution in which they are all going on at the same
time. Most, but not all, of the major players are h@iiee cumulative result predicted for the
solution, given the weightseenin the tableabove, willbe hat in the standard values viefree
energy largely increasesith rising temperaturbut mostly splitsn the reaction in the aqueous
phase view three increasing (Na, Cl, HCO3) and three decreasing (Ca, Mg, SO4),

But why calculatethes f uncti ons at all 1 f what they O&dmea
Solution total free energy is proballigta nyt hi ng qui te as si mple as
seeks the lowest possible value for in order to come as close to equilibrium as gogsib T h e
analogy between the reaction and solution level is quite possibly a faulty one. On the other hand,

it is not unreasonable to assume at least a general sameness of function between reaction and
solution levels and that is what will be done h&ve.form our notions, rightly or wrongly, of

what to expect at the solution level by what we see at the reaction level.

Using the thermodynamic functions to analyze a solution, where many reactions and physical
inter-relations are going on simultaneouslyjiseems, fraught with danger. The



thermodynamic functions of the solution are, undoubtedly, not anything quite as simple as the
solution sum of the thermodynamic functions of all its constituents. There are apparently

problems, possibly similar in natut@ those involving ideal and real gases, in going from
reaction to solution |evel. Aut horities on t
0excessd funciidems$ 6t bedawveworondmt h of which a
presemndiscussion. Vemulapalli presents a fairly simple equation that can be used for complex,

open systems but is careful to note that it applies only to reversible proéesses.

Nonethelessimple sum solutionsf constituents will be used here. The emphasis will therefore

have to be on parts or aspects of the solution, their relative importance and interrelations, to set

up a web of patterns rather than to attempt to calculate a single number for the witiale. solu

The scope of analysis will be further limited by using averages and differences of percents or
percents of total differences. This is all well and fine, matidg with parts of aystem igot the

same as dealing with a complete systerditmaya k e di f f erent oOvi ewsdé to
being sought far

Two major assumptions have been made need to be underlined due to their importance in the
rest of the analysighe thermodynamic functions have the same general function in solution that
theyhave at the reaction level and the simple sum solution of constituents is an adequate
representation of the solution as a whole. Both these assumptions are necegkamthe

analysis to continubut neither should be accepted wholesale and they will be tested as the
analysis proceeds.

The identification of enthalpy and entropy driven reactions will not be a major part of the
ensuing analysis. That is, in part, because inversion is not a chesaickibn it is a relation.
The thermodynamic laws apply to relationsagd change is often used as an exanhpiethey
are not usually characterized as enthalpy or entrapgrir Instead they aiavestigated in
terms of change in free energy witlettesolution of negative entropy understood.

The inversion relations involve changes in activity and therefore free energy which balances
enthalpy and entropy. But the resolution of negative entropy will be examined not through
calculations but primarilyigually. The inversion relations will be put into the context of a
complete energy cycle and presented as patterns on a ghapimterest here is in the

parameters existing in solution (the products) at the time of inversion and the energy they bring
to or take out of the solutigmot in their formatiorfrom the elements.

For most of the rest of the analydSm orq@Sm will belargelyu s e d r a tShTeermaih han
reason is thatg®) cannot be resolved from the free energy equalioat is to sayG2-G1l=

(H2- T2S2)}(H1-T1S1) cannot be expressed in terms of differences because T & S cannot be
separated (T would but T2 and T1 do not factor out leavings@§2 qod Sm, however, 1S
indicator of the molar function response to temperahathas a awsistent relation to enthalpy

and free energyso the values forrgropy will be different andwhile thethree functions cahe

calcuated the one from the othetbey do not give the correct standard values at P88 loss

in completenessf@nalysis is made up fdne increasgclarity of focuson the temperature

dependence of tHenction of interest.



The discussion of the energy of the system has, to this point, been in terms of the relations of the
thermodynamic furteons with each otherThese relations could apply anywhere at any time if
thecompletesystem ana@¢ompletecycle requirements are mefhe only temperature

dependencseen to this point is the effect of rising temperature noca¢healpatterns of

temperature change &afford.

The two majompatterns of temperature change are the daily and the seasonal. Hourly

temperatures were not fouadd so a hypo#tical daily temperature curigdeveloped and the
8/16/77result is shown below left. Thennual orseasonal pattern, shover 1977to the right,

is the inverse of the annual density curve already Jebner e i s an &6inner 6 cur
annual, similar to and the cause of the inner density curve, and the daily curne is6-i nner 6
curvewithin that.

hypothetical hourly temperatures 8/16/197-7Gila at Safford air temp/c
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Figure 154 figure 155

There are several water temperature ranges and differences that come up repeatedly. The average
absolute difference between two grab samples is about 5.8K while the absolute difference

between two daily means is about 1.dKe latter is a solid physicabmber denoting the day to

day water temperature difference of the average. The former is the difference of instantaneous
water temperatures taken at largely random times of the day and sampling infEineals.

difference of absolute monthly average terapanes of the grabs is about 3.1K, a little less for

the daily means at about 2.5With averagingt he gr ab di ff er esedogle O60sett
daily mean difference but the variability of the former remains much higher than that of the

latter.

Theoverall average daily temperature rangiaiound 13 +/3 C. This valuecan be compared to
the 12.9K difference of daily mins and maxs derived from the SRA temperature dataset (all
dates, 197@9). The average difference between a single day minimum and maximum derived
from the hypothetical hourly temperature analygisbe developed lateig a little higher at
13.8K.The monthly average daily temperature range is also 13 but with94/ standard
deviation.So the daily temperature rangejisite stable over the course of the year.

The difference in radiant energy input with a 13 degree change in temperature is, however, not
the same in June as it is in December because the absolute tempeatihas moved up. The
energy difference of the December minimum air temperature and that value plus 13 K is 45.4 J.
The energy difference of the June maximum temperature and that value minus 13 K is 69.9 J.
These values are obtained with the emisswitthe atmosphere equal to 0.80 and are for an area



of 1 m"2. A temperature difference of 13 degrees, therefore, can mean aeadr@ytinput
24.5 J or .088 kcal higher in June than in December.

The daily ranges and monthly differences look slightffedent depending upon how they were
formulatedi grabs and hypotheticalse grab sample dates only, dailgans use all dates 1976
2011 or, in the case of the SRA temperature dataset, all date83.9R&tice in particular that
thelargedrop in dailytemperature range in August for the hypotheticals is not seen in the SRA
dataset view (left below). In the monthly different@she right belowthe sight dipin May for

the grabs is not seem in the full day mean temperature picture. Both of thesend#t may be

just coincidental in the grabs and hypotheticals, the result of the lower number of sdimples.
larger dataset provides a check that keeps the analysis from making too much of slight (or even
ratherlarge) changes that maypt be significant

daily water temperature range hypotheticals and SRA dataGéla differences average monthly water temperatureGila at Safford
at Safford

18
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12 1 2 3 4 5 6 7 W$_9 10 1 12
10

1 2 3 4 5 6 7 8 9 10 11 12 -8

SRA hypotheticals dymns grabs

Figure 156 (back) Figure 157(back)

The daily temperature range is relatively large and stable over the year while the monthly
average temperature difference is small but changes quite a bit, including a change in sign. The
monthly difference is affected by the difference in radiant indlgated in the absolute

temperature while the daily is nét.daily temperature range, whether real or hypothetical, is
always positive. The seasonal temperature curve is of temperature differences and so can be
either negative or positivdhe seasonal cuve is a complete cycle as is the daily temperature

curve but the dailyemperature range is not a cycle

There are therefore two distinct ways in which temperature can influence the thermodynamic
functionsi either as a difference (the daily temperatarege) or by absolute value (radiant
energy input). These two cases camnvestigated further buhe way in which they are
formulated affects the analysis.

Theaverageggrab sample temperature differermmgresponds roughly to tlaverage grab sample
chronologicaldifference calculated earlier. This number can be deduced from temperature

di fferences by creating hypothetical &égrabod
with daily mean temperatures. Below are the temperature difference3 tmB0 days apart

(left) and 60 to 360 days apart (right).



monthly averages daily meandéay temperature monthly averages daily meanddy temperature differencesGila at
differences- Gila at Safford Safford

20
15

10 X=60
X=7 5 X=90
X=14 0 X=180
1 3 5 7 ® 1 N
5 l\‘\i—/ T Y R X=210

X=21
X=30 10 —e—X=300
s X=360

dgrees K
dgrees K

O A ONAORNGA

-20
month month

Figure 158 Figure 159

As would be expected, the largest temperature differences are for samples 180 to 210 days apart.
After that the differences become smaller until 360 which is almost a straight lineafwith

absolute temperature differerad 6 K, t h e Omeengeivd is liptweeh 60sard@p | e t |
days ap# (80 days was calculated earier

Note that an éeemsitoeccsniJuyrwih sanfple ttme mtersals between 7 and

30. It shifts to August with sample differences betwee®®days before spting in two for

180-210 (April and Nov). Then it shifts to Jun for 300 days and, just barely visible, back to Jul

for 360. The aniartfactsimglythe nodnbirfaton af a Sarapling decision (how

many days apart samples are taken) actingnoannual temperature curve that changes in
direction.Theda r t i f achangen sige of temperaturehangeitself an &éi nver si ond
two different responses to thethange in sign

Temperaturereates the pattera$ thermodynamic function responiset the finalinversion
picturealsodepends on which parameters are domingms study began with an intuitive feel
thatNa&Clwe e &6 cont r ol risingHG®@3 the majaor iorsconaemtchtion inversion,

wasdsr upting that domi namolar@unctionadaeageevalues, @Xnfoth e o6 st r
od X)nsorted in ordr from largest value to leassing absold values where all are negative

with the major ion graph color formatting to make changes in postisier to see:

hierarchy of molar function average values;
- Gila at Safford(grabs)

dSnjabs(dHm)abs(dGm legend
Ca
Mg
Na
Cl
SO4

Table107



The partial molar volume is included with the thermodynamic functions as a check and reference
and beause it has a pivotal role with the othexB of the findings concerning the partial molar
volume apply to the other thermgthmic functions as will be seen. But there is now the

possibility of correlations with and among the other thermodynamic functions.

The fourmolar functionsseem to divide naturally into two grougs emphasized by the

bordering The visual clue ithesimilar positions of Ca, Mg, HCO3 and CI across two functions

in each grouponly Na & SO4 differ in the first group (to left)Note that HCO3 is high in both

groups while Na & Cl fall in position when going from one grotepthe other and Ca & Mg

rise.Theseare precisely the main parameter relationsiajor ion concentration inversion
(although with only 6 majoré)i.ons this may | us

The differences, hogwer, suggest a nesiwision, one that plaseSm and Hm in one grguand
Vm and Gm, curiously intraelated, in the other.

hierarchy of molar function average differences
- Gila at Safford(grabs)

legend

SO4
-0.434

Table108

Note thatin the new Sm/Hm groygations(botton) are separated from aniofiep) with a

large separatiobhetween Na & CIThis hierarchical grouping is one that is based on a functional
difference.Goingfrom Vm to Gm, HCO3 goes from top to bottom while Ca & i andrise

and Na & C] now close togethefljp but stay in the same low positiofhere maybesome
functional maning to the groupings here too but it is harder to interpret.

The percents and differences of percents (not shown) divide up as nicely azigin ehues
into the twogroups with howeverdifferent players in different positiond/hat isnot seen is
high HCO3 in both groups, dropping Na & Cl, andmisCa & Mg. In a word, the intreelations
of the ionsare quite different for the peent molar functions and do not seem as pertinent to
inversion.

To see how thdominant roles play out with temperatuliéferencs gives a better feel for the
roles of the thermodynamic functiorigelow aregraphs for molar entropy difference values
(top) and percentdottom) as they occur over the year 19éf) and vs change idensity
(right).
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In the straight values, Na is balancing the other ions, in the percents, Ca and Mg play that role.

The consequence is that Na is balancing Cl in the straight values while it is moving in direct

relationwith Clin the percentsThese relationships will beeen again in the total

thermodynamic functions but in different form and in a different context.

A full set of all the molar function differences as timdesegraphs was created but ace

shown here. The graphs all look pretty much dlikiee pattern is set by density and the ions
wer e
multiplied by a constant to make changes in their valuesd stain But when different graphs
have different yscales then some are effectivélys ¢ a | e d 6othese Tha dtraightevalue o
graphs are scaled + tdE-3 kcal and tk percents300 to 300, so these cantiogy changes in
value and huge changes sighed not absolute) percent.
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It may be in fact that it is the magnitude not just the direction of chahgé mattersThe data

for the above graphs is regrouped to produce new graphs, each of which shows the varying

influence of change in density dmetmagnitudesf molar function differences of a single ion.
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the emphasis here is on both the direction and the magnitude of change not just the ditection. T
molar function difference graph below has-acale of1 to +1 (L/mol or kcal/mol), the % molar
function difference graph has a scalez20 to 200 (%).
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The above gphs show the straight molar function differences (left) and percent molar function
differences (right) with respect to density for bicarbonate. BGm anddHm values rise with
increasing density (left) while on the right ol§6Sm drops and%Vm risesslightly. The full

series of major ion magnitude of molar function difference with change in density (not shown)
show the same patterns seen above but with different functions in differenOnodesitra

function relation that holds in most cases isitiverse relation of dGm and d%Sm. Only in the
case of SO4 are the two functions directly related.

The graphs abov@igure 160163and others like thejitan be conveniently summarized by
correlation matriceHere are the intrgelations for majoion molarentropy(left) andfree
energy differencegight). The pattern for enthalpy is exactly that of entropy. Again, the
contrasting roles of Na and Ca&Nigseerhere but the relations are differdrgtween values
andpercents.

intra-correlations change in molar entropy/enthalpy major ions fintracorrelations change in molar free energy major ions
- Gila at Safford(grabs) - Gila at Safford(grabs)

aCa &Mg ®&Na ®Cl ®S @ ®HCD «Ca ®&Mg ®&Na ®Cl ®S04 @®HCO3
aCa 1.00 1.00 -1.00 1.00 1.00 1.0Q=Ca 1.00 1.00 -1.00 -1.00 -0.99 -1.04
eMg 1.00 1.00 -1.00 1.00 1.00 1.0Q=Mg 1.00 1.00 -1.00 -1.00 -0.99 -1.0d
&N a -1.00 -1.00 1.00 -1.00 -1.00 -1.0Q=N a -1.00 -1.00 1.00 1.00 0.99 1.04
eCl 1.00 1.00 -1.00 1.00 1.00 1.0qQzcC | -1.00 -1.00 1.00 1.00 0.99 1.0d
S @ 1.00 1.00 -1.00 1.00 1.00 1.0Qzes 04 -0.99 -0.99 0.99 0.99 1.00 0.99
eHCD 1.00 1.00 -1.00 1.00 1.00 1.0QJeHCO3 -1.00 -1.00 1.00 1.00 0.99 1.0d

Table109 (back) Table110 (back)(back?2)

The fact thathe entropy and enthalpsgbles are the same is significafbat meanspbviously,
that Na is balancingll the other ions for both entropy and enthaByt it also means thdta
enthalpyis inversely related tthe entropy of all thether ions. Fee energy, which represents
the balancing of entropy and enthalpy, showsa@&Mg inverting with the rest of the major
ions not Na. This little dilemma will be expanded upon further.

The connection witldensity is also seen with the molar functions of the major(see below)
as it was with the partial molar volume. The cagionegatively correlated with the anions
above, have dGm and dSm differently correlated to deasidyto each othevhile the anions,
positively correlated with each other above, have dGm and dSm postioredyated with each
other and with density.



correlations difference in molar free energy and entropy
major ions with density - Gila at Safford(grabs)

correl withpndengTSR k / | ka3d kbl k/ k {h k1 /3h

qdGm -0.95 -0.95 0.95 0.94 0.90 0.94

oqESm 0.94 0.94 -0.94 0.94 0.94 0.94
Table 111

The percents should also be looked at brdigde of important noteon how theyarecalculated
arerequired here These are almost always differences of percents not percent differences
P%d X m ndXimuntésp stated specificallfhe percents are signed not absolute, the
implications of whicthas already been addressed abM@st of the percents in this study are
over the sum odll solution constituents (dissolved solids, gases, solvent but not suspended
solids or organics)n the case of the molar functions, however, percentalapedonever the
(signed not absolute) sum of the major iofgsimMI) for the particular function.

The reason percents over the sum of the major ions are used is because there is a relation to
density not seen when sum solutions are udeeplacing dSm with % dSnthe above table is
expanded to show the difference of the two methods of calculation.

correlations molar free energy and percent entropy major ions with de
- Gila at Safford(grabs)

k /I ka3d kbl k/ t k {h k1 /3h
q@Gm -0.95 -0.95 0.95 0.94 0.90 0.94
a&0Ca a&0Mg a&oNa a&%Cl &0S04 &HCO3

d%Sm(SS) 0.13 0.13 -0.13 -0.16 -0.22 -0.14
d%Sm(MI) 0.96 0.96 -0.96 -0.96 0.96 -0.96

Table112

The four matrix tables that follofurtherillustrate how different the relations between the %
partial molarthermodynamic functions of the major ions can be when sumMI (left) or sum
solution (right) is usedl'he top row shows entropy, the bottom row shows enthalpy relations.

correlations % change in molar entropy and density - Gila at Safford(grabs) ~ |correlations % change in molar entropy and density - Gila at Safford(grabs)

(over sum major ions) (over sum solution)

k%Ca kUMg Kk9%MNa KkuCl  k%SQH KkUHCB qulens(TSP k%Ca k%Mg kY%Na KUCl k%SGt KUHCG quens(TSP
k%Ca 100 100 -100 -100 100 -L00  0.9qk%Ca 100 100 -1.00 -100 099 -1.00  0.13
k9Mg 100 100 -100 -1.00 100 -L00  0.9qk%Mg 100 100 -1.00 -1.00 099 -1.00 0.1
k%Na -1.00 -100 100 100 -100 100 -0.9qk%Na -100  -1.00 1.00 100 098 100 -0.13
k9%C .00 -100 100 100 -100 100 -0.94k%Cl -100  -1.00 1.00 100 099 100 -0.16

k%S0t 100 100 -100 -1.00 100 -100  0.9¢k%SCH 099 -099 098 099 100 099 -0.23
kHCC -100  -1.00 100 100 -100 100 -0.9qk%HCG -1.00  -1.00 100 1.00 0.9 100 -0.14
qens(TSP 096 096 09 -096 096 -096  1.0CQuuensrsP 013 013 013 016 022 014 1.0

Table113 Tablel114



correlations % change in molar enthalpy and density - Gila at Safford(grabs)  [correlations % change in molar enthalpy and density - Gila at Safford(grabs)
(over sum major ions) (over sum solution)
KfCa K%My k¥%Na  K%Cl  k%SOF K%HCQG quens(TsP K9Ca k%Mg KUNa K%Cl  Kk%SOH KUHCG qrens(TSP
k9Ca 1.00 1.00 100 -100  -1.00 1.00 0.94kvCa 1.00 1.00 1.00 1.00 1.00 1.00 0.0
koM 100 100 100 -100 100 100  0.94k%Mg 100 100 100 100 100 100 00
k9Na 100  1.00 100 -1.00 -1.00 100  0.94Kk%Na 1.00 1.00 1.00 1.00 1.00 1.00 0.1
k%Cl -1.00  -1.00  -1.00 1.00 100 -1.00  -0.94k%CI 1.00 1.00 1.00 1.00 1.00 1.00 0.0
k%S0 -1.00  -1.00 -1.00 100  1.00 -1.00  -0.94Kk%SQH 1.00 1.00 1.00 1.00 1.00 1.00 0.0
kHCG 1.00 1.00 100 -1.00 -1.00 1.00 0.94k%HCA 1.00 1.00 1.00 1.00 1.00 1.00 0.0
TSP 094 094 094 094 094 094  100gmenstse 009 009 010 006 008 009 10
Table115 Table116

Note that the intra ion pattern for %omolar entropy using suntien$ (Table114abovg is the

same as that of trstraight value free enerdyable110) highlighting the important relation
betweeroSm and Gm an@a & Mg. These are the samwo functions seen above to have

common patterns across all major iolhseemgeasonable to surmise that the sum solution
relations are 6deeper, 6 more fundamental to
individual ioncffinitiesd But the correlatio®dSm with density is onlin the sum MI tablenot

in the sum solution table.

The basic equation relatingtempy and the heat capacity iSrd = dSm° + Cp*In(Tf/Ti). Of the
130 parameters with entropy data, the heat capacities for 8 could nondenfeaning these
parameters areonstant at the standardtstantropy value. Removing these 8 parameters did
not, howeverdid notmuch improve the correlation of the (new) sum solution entropy with
density.

The answeto this dilemmaseems to be in a combination of two things. First, the temperature
compensabn portion of the molar entropy (In(Tf/298.15), that is to say the portion of the

entropy function that is changing, is positively related to temperature, therefore inversely related
to density (left graph below). Second, most of the parameters (122hbgative heat capacity
which turns the sign of entropy with respect to density around (right graph below). The result is
that most major ion molar entropies, Na being the only exception, are posttvediated to

density (Figure 16Belowshows Ca

In(Tf/298.15) versus density (minus 1 pt 9/20/78) Gila at
Safford(grabs)

Ca molar entropy vs density (1 pt remove®20/1978)- Gila at
Safford(grabs)
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What appears to be happening is that, as long as negative heat capacity parameters are in the
majority (as in sumMI), the sign of the heapaaity flips the normally inverse In(Tf/298.15)

relation with density and the correlations are high and positive. In the sum solution with all
parameters, a few positive heat capacities (15) are enough to change the relation with density.
There are no nateably higher positiveeat capacity values and the cofaviors the negatives,

but the weights of the two trends must be very evenly matched. With half the weight indicating
6inverseb6 and half indicating o6directdé, the r

The lack of corelation betweerntropies and densityhen percents are of sum solution
suggests that the 6completebd systems used her
0viewd of the sum solution %mo lwihranyeviewaf opi es ¢
density. All the relations deduced for the sumMI percents fit well together and agree with basic
thermodynamic principles but that does not guarantee that they are correct. In fact, all the
conclusions that were reached using the sumMkErahan the sum solution percents are doubly
suspect because the sumMI are even less likely to represent the whole solutionghan the

solution.

To concentrate on the molar functions themselVesirttracorreldions of the molar functions of

just oneparameterHCO3 areshown belown both old and new format$hese matrices use a
newcolumn/rowgrouping in which differences of percents (calculated with sum MI) are added

in a seemingly random manner. The hewegredps
and the 6émol ar heat content differenced group
and percents in the same group. This new grouping will be further explained in what follows.

intra-correlation molar functions bicarbonate - Gila at Safford(grabs) intra-correlation molar functions bicarhonate - Gila at Safford(grahs)
(percents over sum major ions) (percents over sum major ions)
dvm  d%Vm  %dSm  %dGm dHm  %dHm dSm  dGm kK R£Y kR%Vm k%ISm k%Gm Kk RI Y k%Hm kR{ Y kRDY
dVm 100 099 095 -100 100 100 100 10dfkR:zY 100 099 09 -100  1.00 100 100 1.04

d%Vm 099 100 -093 -099 099 099 099 099 [k%Vm 0.99 100 -093 -099 099 099 099 0.9
%adSm 095 093 100 095 -095 095 -094 -0.9 [k%dSm 09 -093 100 095 -09 095 -094 -0.94
%dGm -1.00 099 095 100 -1.00 -1.00 -1.00 -1.00 [k%dGm -1.00 -099 095 100 -1.00 -100 -1.00 -1.0d

dHm 1.00 099 -09 -1.00 1.00 1.00 1.00 100 [k RI'Y 1.00 0.99 -0.95 -1.00 1.00 1.00 1.00 1.00

%dHM 1.00 0.99 -0.95 -1.00 1.00 1.00 1.00 1.00 [k%dHm 1.00 0.99 -0.95 -1.00 1.00 1.00 1.00 1.0

dSm 1.00 099 094 -1.00 1.00 1.00 1.00 1.00 [k Ifl{ Y 1.00 0.99 -0.94 -1.00 1.00 1.00 1.00 1.0

dGm 100 099 094 100 100 100 100 10d[KRDY 100 099 094 -100 100 100 100 1.0
Tablel17 Tablel118

All the major ionthermodynamic functionshow the sameverything highly-correlaedto-
everythingelse situatiormas HCO3 The newer formattinghowevershows a certainolor

pattern forbicarbong&e molar functions which is not reproducedtbg other major ionsThere

is no rhyme or reason apparent for why the patterns are what th@yage. 0 g leeingnable to n
link the percents tdensity enabled by usirtbe summajor ionsin the percent calculation leads
to a losdn generality

Going backo the sum solution methdthble below) most of the correlations of the percents are
lost, only the relations of the straightfdifences remain and the patterthis same (+1) for all



the major ionsShown below are the int@orrelations of the thermodynamic functions of HCO3
using sum solutions for percents.

intra-correlations molar functions HCO3 - Gila at Safford(grabs)
(% as sum solution)

kK R+ Y k%dvm k%%dSm KkK%%dGm kK Rl Y k%dHmMm kK R{ Y kK RDY
K Rz Y 1.00 0.03 -0.15 0.0§ 1.00 0.06 1.00 1.09
koadVm 0.03 1.00 -0.15 0.1§ 0.03 0.16 0.03 0.03
kovdSm -0.15 -0.15 1.00 0.07 -0.15 0.07 -0.16 -0.14
kvdGm 0.06 0.16 0.07 1.00 0.06 1.00 0.05 0.05
K RI Y 1.00 0.03 -0.15 0.08§ 1.00 0.06 1.00 1.00
k%edHmM 0.06 0.16 0.07 1.00 0.06 1.00 0.06 0.0§
K R{ Y 1.00 0.03 -0.16 0.05 1.00 0.06 1.00 1.09
K RDY 1.00 0.03 -0.16 0.05 1.00 0.06 1.00 1.09

Table119

Themembers of thaeat contengroup(lower rightblock), with the exception of %dHnthe
only percent in the groygrehighly correlated to each other. Thmlarvolume grougupper
left block), containing mostly differences (gum soln)ercentsshow no high intragroup
correlations. But dVnis also highly correlated to the straight functions inttbat contengjroup
(upper right and lower lefilocks.

The abovematrix pattern for HCO3 iszproduced exactly for all ¢hother major ions rather than

there being a different pattern for each ikvms the relations between the thermodynagroups

that is being shown ratherath the relation between the individual functiohisis finding

somewhat strengthens the speculation on sum solution percemgsbeimr e 6 f@undament a

But note that almostll the correlations are positiv€he only exception ar e @%deSm and
g %d Vbuoth ofwhich are always low in valu€eThis is a very strange view of the

thermodynamic functions, one with which inverse relations only appear spdisaisidaw (or

no) correlation situations

correlations molar functions HCO3 with bulk sample and environmental parameters
- Gila at Safford(grabs)

kK R+ Y kK%dVm k%dSm k%dGm kK Rl Y k%dHmMm kK R{ Y K RDY
Intemp-grabl K -1.00 -0.03 0.15 -0.04 -1.00 -0.06 -1.00 -1.0d
Inpressgrab’ atm 0.00 0.41 -0.05 -0.07 0.00 -0.07 0.00 0.0d
Inflow-grab 0.16 -0.05 0.08 -0.123 0.16 -0.12 0.16 0.14§
IndengTSk-grab/ (kg L) 0.94 0.09 -0.11 0.07 0.94 0.08 0.94 0.94
Inconductivity (uS cm) -0.05 0.07 0.03 0.04 -0.05 0.04 -0.05 -0.04
Inionicity sold# -0.11 0.05 0.00 0.0Z -0.11 0.02 -0.11 -0.11
InpH/ SU 0.08 0.11 -0.14 0.18 0.08 0.18 0.08 0.098
Intotalk/ (mg/L as CaCH -0.02 0.18 0.03 0.0 -0.02 0.02 -0.02 -0.04
IND.O./(mg/L) 0.65 0.07 -0.16 0.13 0.65 0.13 0.65 0.65
INEh F2O-O2/ volts 0.05 -0.03 -0.08 -0.37 0.05 -0.37 0.05 0.04
INTD%S(Mg/ L) -0.12 0.05 0.00 0.04 -0.12 0.04 -0.12 -0.13
INTSHMy/ L) -0.09 -0.05 0.22 -0.22 -0.09 -0.22 -0.09 -0.09

Table120

The above table shows the correlations of the inversion group parameters with the bulk sample
analyzesNote that the groups that are highly correlated to each other above (heat content group
nonpercents and the partial molar volume difference) are highly correlated to density while the



percents e, for the most part, noth€& same relation to density exists between the molar
functions groupss between the individual ions.

Can a moreomprehensiveral balancedooking matrixof molar function differencebe created
by pursuing the new relations between theensabove In order to find outit is necessary to
do the inversion analysis on thelarfunctiondifferencesThis processs essentiallyust an
extengon of the procedure followed for partiadolarvolumeinversion deternmation(Table71)

The first task in the inversion analysis is the selection of suitable test paramétatgollows is

asummingogr oups of inversely related major ions

representative species.

development molar function inversion test(s) - Gila at Safford(grabs)

opposing forces
o] e
@ ( BYm HCO3&Mrest including Cl HCO3&Clrest including Na
né&zoRRaY restincluding CI  Mg&Ca rest including CI
n &z o RNay restincluding CI  CI&SO4 rest including Na
n 6:: O ROB&Mg restincluding CI Ca&Mg  rest including Cl

inversions

® rest s rest
invv HCO3 Cl inv%V HCO3 Na
invS Na Cl inv%S Mg Cl
invH Na Cl inv%H  Na SO4
invG Ca Cl inv%G Ca Cl
Tablel121
The O6restdéd of thlee riepme searnt ews bayl INm or CI , t

the inversely related ions and narrowed down by selecting the one with the grifatestod

f rom t h ere,dmderseath tide calnHsurface of uniforrmtplied by the straighline

pattial molarvolumevalues grapliFigure93), istheinversion embarrassment of ricresdent

in the time series graph§here are no less than eight different types of inversions corresponding
to each of thatraight angercent molafunctiondifferences Furthermore, theneo way of
knowingwh i ch, i f anypurpasesdthigdudyst 6 f or t he

Maybe seeing how they play out in time will provide some answers. Below is a portion of the
inversion(s) dates determinati spreadsheet which shows the results ofingntie
inversion/nonAinversion test with the appropriate test parameter for eextarfunction

difference. A result is shown only if the test parameter is positive.

h e

\



01/20/76
03/15/76
05/10/76

06/14/76
08/10/76

01/17/77

full table
count 70

70

inversion(s) dates determination -Gila at Safford(grabs) - L/mol, kcal/mol, %
ndvm nvdvm n%dSm n%dGm ndHmM nYdHmM ndSm ndGm
02/20/76 0.000675 9.299533 51.4567 0.025873

04/07/76 0.000675 8.505716 91.96924 0.025803

09/22/76 0.00054 6.394854 128.0554 0.020602
10/12/76 0.000675 8.343141 107.4903 0.025788
11/16/76 0.00108 14.22636 108.8426 0.041341
12/14/76 0.00054 7.553626 37.85696 0.020708

02/16/77 0.000135 1.878615 9.696186 0.005176
e 8 @6 @

70

0.562141 0.100931 0.001932 0.33126.

0.200765 0.035998 0.000679 0.11830:
0.100382 0.017979 0.000335 0.059154
0.140535 0.025147 0.000465 0.08281

0.120459 0.021671 0.000423 0.07098

70 85 85 85 85

Tablel122

The reason for théhewdgrouping of hefunctions mentionedboveis nowapparent. This new

grouping with %Sm and %Gm in the same group as Vm and %Vm and Sm and Gm in the same
be
groupings ofTables 83-4. The differences are all relatively small and the percent differences

group as Hm and %Hmi g ht

high only for%entropy.

cal 6edst bphped s6ahdli edireairocnh i ¢ a |

From the sample counts it is clear that each of these types of inversion occurs in roughly half the
160differencesamples. In fact, on only five dates were therenotar functiondifferences at

all. What isimmediately apparentpon viewing the entire tabie that, even though each type of
inversion is defined differently (above), there are two sets of inverstes dad they are

mutually exclusive with a randomly alternating pattern.

correlations molar function difference test parameters - Gila at Safford(grabs)
NRzY mirR2WE:R{ W2 RDWVRI Y m2RI YWR{ Y nRDY
nRxY 1.00 1.00 0.86 1.00
ez R+ Y 1.00 1.00 0.83 1.00
ez R{Y 0.86 0.83 1.00 0.86
> RDY 1.00 1.00 0.86 1.00
nRI Y 1.00 1.00 1.00 1.0(
ez RIY 1.00 1.00 1.00 1.00
In R{ Y 1.00 1.00 1.00 1.00
nRDY 1.00 1.00 1.00 1.0(
sample 70 70 70 70 0 0 0 Ol
counts 70 70 70 70 0 0 0 Ol
70 70 70 70 0 0 0 0
70 70 70 70 0 0 0 0
0 0 0 0 85 85 85 85
0 0 0 0 85 85 85 85
0 0 0 0 85 85 85 85
0 0 0 0 85 85 85 85
Table123

The high correlations for the percent functions reveals that sum MI percent calculations have
been slipped back int@his strange looking matrix table makes it possiblede that, using all

the data as the correlation matricesgialefaulf the two types of inversion really are mutually
exclusive as suggested by the small portion ofrthersion dateletermination Iseet shownThe



intracgroup correlationglower right& upper left quadrantsgre more balanced at the expense of
any correlations at all between the two gro(usper right, lower left)And the strange situation
of having no inverse relations remaifserall, this matrix boksbothtoo balancedn partsand

too unbalancedverall leaving one with the feeling that things cannot be left in this state.

Turning now to inte-correlationswith bulk and environmental samples, it is possibleitothe
same analyzes as above wiltle various test parameters sggriate to eacimolarfunction
difference

correlations molar function difference test parameters and basic sample bulk and environment
parameters - Gila at Safford(grabs)

NR2Y m2RxtYE:2R{ YE:RDWYWRI Y 2RI WR{Y nRDY
pt e mp - gr ab /-KOO -1.00 -0.86 -1.00 1.00 1.00 1.00 1.0Q
h LINB aar 0.07 0.07 0.10 0.07 0.06 0.06 0.06 0.09
pf | ow- gr ab /-@07s -0.07 -0.02 -0.07 -0.20 -0.20 -0.20 -0.24
pdens (TS 0.82 0.80 0.87 0.82 -0.91 -0.91 -0.90 -0.91]
N ©2 y R dzC 0.03 0.02 0.05 0.03 0.15 0.15 0.15 0.19
N A2y AOAGe&o@rz t ywda 0.09 0.07 0.37 0.37 0.36 0.37
pp H/ S U 0.13 0.13 0.02 0.13 -0.06 -0.06 -0.06 -0.04
h G2 alr t 0.13 0.13 0.07 0.13 0.12 0.12 0.12 0.12
N 5 ®h ®dk 6 Y I &30 0.63 0.46 0.63 -0.32 -0.32 -0.32 -0.39
N 9 K I vt 0.16 0.15 0.19 0.16 0.13 0.13 0.12 0.13
N ¢ 5{ kK 6 Y3k 0.av 0.06 0.08 0.07 0.32 0.32 0.31 0.32
n ¢ { { Kk 6 Y3 k-0.19 -0.21 -0.01 -0.19 -0.25 -0.25 -0.25 -0.245

Table124

The relatios between thenolarfunctiondifferences and density, iwith the use of inversion test
parametersagainseen to bat the core of the inteelations between theo groupsas it was

for theseparatéons The molar volume group is directly correlated with density, inversely

related to temperature, while the molar heat content group is inversely related to density, directly
to temperaturedere each molar function is represtative of thalifference of twdons.

The following table, created usimgnew analysis method to be discussed latews thdest
parameter inversiorelations on a single dq§/16/1977) The results were @tked by running a
number ofotherdaysand were always the same as, indeed, they had tdHie sbmewhat
cryptic statement will be clearer when the full results worksbiettte new analysis shown).

intra-correlations molar function difference test parameters (8/16/77 results*)
- Gila at Safford(hypo)
invvm inv%Vm inv%Sm inv%Gm invHm inv%Hm invSm invGm
invvm 1.00 1.00 1.00 1.00 -1.00 -1.00 -1.00 -1.09
inv%Vvm 1.00 1.00 1.00 1.00 -1.00 -1.00 -1.00 -1.09
inv%Sm 1.00 1.00 1.00 1.00 -1.00 -1.00 -1.00 -1.0d
inv%oGm 1.00 1.00 1.00 1.00 -1.00 -1.00 -1.00 -1.0d
invHm -1.00 -1.00 -1.00 -1.00 1.00 1.00 1.00 1.0Q
inv%HmM -1.00 -1.00 -1.00 -1.00 1.00 1.00 1.00 1.09
invSm -1.00 -1.00 -1.00 -1.00 1.00 1.00 1.00 1.09
invGm -1.00 -1.00 -1.00 -1.00 1.00 1.00 1.00 1.09
* percents over sumMI
Table125 (back)(back?2)

Creating the above table was aseasyas might have been expectdtiese are, after all, state
functions so it should be possible to take the multiple differemeedviedover anytime span
with any parameter. In fadhe above table depends the use of théversiontest parameter,
individual ions did not work, and dhe percents being over the sumlad tnajor ionssum



solution did not workWhat the above table shows is that inversion can exist at different levels.

The individualtesp ar amet esds ttheendlnovsee si on di fference.
(i.e. temperature) brings back the inversion relations at the molar function level.

The table to the left below showee daily meanssing the new analysis method, the tabléh&
right uses the grab samples. Thehighlighted dowbcorrelaton parameters, %dSm on the right

%dVm on the leftare not greatproblem:the signsare correct irbothcasesThe cutoffs for

highlighting high correlation are entirely arbitrary &hd values here are only marginally lower.

But these slight imperfections do suggest thagt
something of an ideal, limiting value picture.

O6perfect d abaveis i X

intra-correlations molar function difference test parameters (daily averages of hour by hol

intra-correlations molar function difference test parameters (grab samples*)

- hypotheticals - Gila at Safford(grabs)
invwWm inv%Vm inv%Sm inv%Gm invHm  inv%Hm invSm  invGm invdvm  inv%dVminv%Sm  inv%dGm invdHm inv%Hm  invSm  invdGm
invwm 100 095 071 109 -1.00 -1.00 -1.00  -1.00 [invdvm 100 075 095 109 -1.00 -100 -1.00 -1.0d
invoVm 095 100 056 09§ 095 095 096 -09¢ [inv%dvmf 075 100 070 07§ -075 075 075 -0.7§
inv%Sm 071 056 100 0671 071 071 -066 -0.64 [m%sSm 095 070 100 094 -095 -095 -094 -0.94
inv%Gm 100 096 067 100 -100 -100 -1.00 -1.00 |inv%dGm 100 075 094 100 -1.00 -1.00 -1.00 -1.04
invHm -100 -095 071 -10d 100 100 100  1.0q |invdHm -100  -075  -095  -1.0Q 100 1.00  1.00 1.00
inv%Hm 100 -095 071 -1.0¢ 100 100 100 1.0 fnvesHm -100 075 095  -1.0Q 100 1.00  1.00 1.0
invSm -1.00 -096 -066 -1.00 100 100 100 104 [invSm -100 075 094  -1.0Q 100 1.00  1.00 1.0
invGm -1.00  -096 -067 -1.00 100 100 100 104 [nvdGm -100 075 094  -1.0Q 100 1.00  1.00 1.0
* percents over sumMI * percents over sumMI
signs reversed for %Sm & %Hm signs reversed for %Hm
Table126 Table127

The prevalence of balancehgh everywheren the molar function arena but here perfect

bal ance s ee ms outcbnee Thepatteyngoésl fronghieingaah éxperimental output to

becoming aheck m the correctness of the analysisr®mee¢ r s t h adre ndt catled t

0 0 Ut s-itlkeareseither errors or a sign that not all scenarios work even for state functions.

The intracorrelation of thenolar functiondifferences depends on the relasaf the individual
functions withdensity when the test parameter is used. This is strictly analogouspamdis@n
the fact that thenajor ionmolarfunctiondifferenceis dependent on thadividual ion relation to

densiy.

Given the fundamental linkage between density and molar function differdaten®it is clear

that molar function inversion/neinversion caralsobe framed in terms of densityebsity

values on inversion and namversion datefor the variousnolar functiors are shown below
Theseare the average density values (top) and differences (bottompfarvolume (left) and
molar heatontentinversions (right)Each function is represented along the x axi8 bglues

daily mean(T) grab(T) and grab(TSP) densitiesdetermined by thappropriatanolarfunction

difference test parameter

t abl

t



average density values under molar volume inversion and non
inversion- Gila at Safford

average densities under molar heat capacity inversion and non
inversion- Gila at Safford
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Figures 168171

The alternating pattern of inversion/nmversion (blue/red) make the reétmseasy to grasp. In
the graphs above note that the molar volume pattern of inversion (blue) is repeated in red in the
heat content groufhe daily mean average differences are tiny but all in the right direction.

What the repeating of patterns meamih respect to density on inversion and fioversion

datesjs thatthe two types of inversion are the inverse of one another. This pattern grows out of
the positive and inverse relatibtmdensity of the two groups which also caubesoccurrence on
alternate days or mutual exclusivity of inversion in the two groups. The same date tinalas a
volume inversion date israolarheat contenbhor-inversion date so the two groups very neatly
divide up positive and negatigensityvalues in two ways. In examining density on inversion

and norinversion dates, it is only necessary to look at one set of inversiemvenrsion

knowing that the other type is in the opposite state.



inversion/non-inversion grab density values

- Gila at Safford(grabs)
inversion date =1 non-inversion =0

vmgrp Hmgrp pnRSYyinRSy:
HHHHH
B 1 0 0.000383
HHHHH A 0 1 -0.0023
4/7/1976 1 0 0.00118
HHHH 0 1 -0.00114
HEHHH I 0 1 -0.00044
HHHHH I 0 1 -0.00117
HHHHH A 1 0 0.001198
HHHH 1 0 0.001268
HHHHHSHY 1 0 0.001341
HHHH 1 0 0.000475
HHHHH I 0 1 -0.0009
HHHHH A 1 0 0.000153

Table128

Now the above developments, while encourgghave some conseguces In fact,molar
functiondifferenceinversion revealsomenew aspects afensity changehutit not only side
steps seasonal/functional analysis but, ultimately, blows uphb&woncept of inversion
analysisas developed to thoint To substamate thisclaim, it is necessary to loakgainat how
molar functiondifference inversios play out in time. Below is thane series gphsof the
partialmolarvolumesinversion parameter (HCO3I) and densityifferenceover themonth in
1977 in whichthe summemajor ion concentration inversion took place, August.

difference partial molar volume inversion parameter (HGG8
with density difference Glla at Safford(dymns)
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Figurel72(back)

The choice of a month long time spaather than the full year spasuallyused elsewherés
absdutely necessaripecause thaull year sparusing the daily mearis too closely packed it
data points to be intelligibl&’hegraph brings out some important relations: while the partial
molar volumevalueis usuallyinversely réated to density (i.e. H2Q)he partial molar volume



inversion parametdn differencejs directly related to densityifference This fact will rear its
ugly head later in the analysis.

The temperature dependence of density has its anomalies but is, in general, very straightforwa

With the molar function inversions, however, it becomes clear that a new approach is rieeded. |

is possible to expartie analysis using theew analysis techniqueeferred to earliemwhich was

used to pr od baaacedcdrrelationpnéxix fbrehe trelmpdynamic funtions

(Table 125. The mechaniforanew, parttp hy pot h et i ,ovdl befyilt upfromthe a ¢ h
groundThe reason for this new approach is to rep
significance with numbers that quantify the e

The following graph is from the interréand shows thaverage low and high temperats
across the year at Safford.

Average Weather br Safford, Arizona, USA
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Figurel73 (back)(back?2)

August 16, 1977 had an average daily air temp of 80 F (A@dmet dataset) and the graph

shows the average low to be about 72 and tijle &bout 96 which means thiheaverage
averagecalculates out to b&2.8. With this information it is possible ¢oeate a hypothetical
reconstruction of temperature rise and fall over the course of the day that is probably not too far
off the actual. The low average temperature is placed at 6:00 am and the high average at 4:00 pm
with the other temperates filled inin such a ways to mimic day time heatceleration. Then

the whole curve is lowered to make the average around 80.



hypothetical hourly temperatures 8/16/197-/Gila at Safford
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Figurel74

With these air temperatures converted to water temperatugddiususing thed g u e s sdquatiwa referi@d to
above thepartialmolarvolumes of HCO3 an€l can be calculated on an hourly basis. Below argdinigal molar
volumes(dVm) by temperature in chronological ordéeft) and themolarvolume diffeenceq d¥m)vs

temperaturén chronological orderight) for 8/16/1977.

The partiaimolarvolumeof HCOS is invershy related taemperature differeze while Cl is positively relateds

partial molar volumes HCO3 & Cl by temp/C in chronological order
(hypothetical temps 8/16/1977)Gila at Safford
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Figurel75
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difference in partial molar volumes HCO3&CI by temperature in
chronological order (hpothetical temp®/16/1977)- Gila at Safford
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Figurel76

evidenced by the slight bends in tiraph to the left{Here theswitchis madefrom density to temperature
dependence to avoid the hobgoblins aroundh&E might occur on other sample dafésese smalithanges in

slope, 46:00 am and 4:00 prayeenough tgroduce inversions f

to the right above

To simplify the picture a bit, the above right graph is converted tpatt@almolarvolume test parameter,

pd Vm( HERIM(CI). By the look of the datawithust a vi

nversiond date

sual esti mat e,

g&eH C O3 asaseed in tipdifferencegyraph

8/ 16/ 19"

(t estbuparianiest erre ap rl eyd chmairnda tteol yt ed 10)



ndvVm(HCOZI)test parameter by temperature in chronological
order (hypothetical temps 8/16/1977)Gila at Safford

1.5E-04
1.0E-04
5.0E-05

0.0E+00
S N ©
€ -5.0E-05 2 3 &
3
-1.0E-04
-1.5E-04
-2.0E-04
-2.5E-04
deg C
Figure177 (back)

The red brackets are usedhighlight an assumption that creates an area of uncertainty. The analysis sets the
minimum temperature at 6:00 am and the maximum at 4:QQ@ymical min and maxemperature hours
respectively. Bit the lines will cross zero at tlaetual time of min and ax temp in which there will be some
variability over the course of the year

It is not too hard to imagine continuing the analysis down to the minute by minute and second by second level. True
it would becone increasingharbitrary and require more amabre infomation tat is not readily available. &ter
temperatures are less likely to move inexorably in one direction than air temperatures because there are many more
factorsat different levelsnvolved. There can be inflows of waters at different terapures, canopy cover or the

lack thereof, possible heating,anore likely,cooling caused by air contact infléfs, areas of channdeepening

leading to slowing down and onset of temperature stratificagiwn All of these factors make it reasomratal

believe that the single lines in the hourly graph above may be analogous to the yearly averagd Heresityay be

an inner set of curves withi a n al o g o u scurvemf the gearly average densiy graph.

ndvm(HCOZI)test parameter by temperature in chronological
order (hypothetical temps 8/16/1977)Gila at Safford

1.5E-04
1.0E-04
5.0E-05

0.0E+00

24.6
24.0
23.3
22.6
22.0
21.3
20.6

-5.0E-05

L/mol

-1.0E-04
-1.5E-04

-2.0E-04
-2.5E-04

deg C

Figurel78

The straight linelownward and upward slopes at 6 & 4 may really contain areas of twisting back and forth across
the inversion boundary and only take a particular direction in a ctineilenseThe zigzag line in the insert view
above is not only a problem in itself aay be actually occurring somewhere to the left or the right. Bottom line,



there is unertaintyin both the x and the yscale.The same arguments would apply for othwlar function
differences suchsadHm (not shown)the positions of inversion and nawersion aramerely flipped.

But how far carthese argumentse pushe@d Everytime there is a difference in temperatigéhere § a difference
in density and the molar functiohsThere is, of course, a limit to the sensitivity of thetrumentatiorusedand
there must be a minimum temperature difference at which no change in deabggnged.

Despite these consideratigtise mostappropriate timspan ovewhich to averagenolar functiors has at last been
found The minute by minute or second by second analysis might pinpoint the exact time (frbtesrossing

zero but woulchot change the bigger picture of inversidmd the daily hour by hour temperature curve is not likely
to changeverallshape in anyrmstic manner over the course of the year orfier@int seasons

There is a dilemma, however, in that the month of Augugtigi@gure172) clearly indicate8/16/1977 to be an
inversion date whersahe test parameter grafffigure177) seems to suggeat 6-nower si Running dat e .
through thepartialmolarvolume differenceest parameteralculation shows how 8/16/6h the month of August
1977graphendsupad i nver si ondé dat e.

calculation inversion/non-inversion partial molar volumes using daily mean temps
- Gila at Safford(dymns)

temp/C pmvHCOZPmvCl gpmvHC(nhpmvCl ptemp  test parameter valu
8/14/1977 26.8 0.0268 0.0178
8/15/1977 276 0.0267 0.0178 -0.00008 0.00003 0.80 -0.00011(non-inversion)
8/16/1977 26.4 0.0268 0.0178 0.00012 -0.00004 -1.20 0.00016(inversion)
8/17/1977 26.4 0.0268 0.0178 0.00000 0.00000
8/18/1977 276 0.0267 0.0178 -0.00012 0.00004 1.20 -0.00016(non-inversion)

Table129

The key is the change direction of temperature chang&lthough thenumerictempersure difference is natsed

in the calculatioror the graphit is captured in the volume differencehepartialmolarvolume comes from an
empiricdly derivedequation that relates dVm and temperat@aumns three and four are the resulting pmv for
HCO3and CI at the temps in column twbhen the differencesf consecutive datemre takerfor HCO3 and Cl

( pp myv Jinally theddifference of HCO3 minus Cl, the test parameter, for each date is in the last column

( pp mv HEOMEv Cl ) . ratdréndiffereéneensplenost simpdp aside or a labebhich just happens to
coincide with the facthat the pmv test parameterinsersely related to temperature charigdact, the test
parameter graphs above ate6 | i n e 6 gy seaftenptots and anything could have been placed along the
axis.

Using hypothetical temperatur@selow)with the same calculatiomaay makehingsa little clearer. The test
parameter stays negative or pgtuntil the temperature differenc@anges sign at which time the test parameter
also changes sign.



calculation inversion/non-inversion partial molal volume using hypothetical temperatures
temp/C pmvHCOPmMvCI gpmvHC(ppmvCl tempdiff pmvtestparameter
dayl 21.0 0.0273 0.0176
day2 20.0 0.0274 0.0176 9.9E-05 -3.6E-05 -1.0 1.4E-Odinversion
day3 19.0 0.0275 0.0175 9.9E-05 -3.6E-05 -1.0 1.4E-Odinversion
day4 18.0 0.0276 0.0175 9.9E-05 -3.6E-05 -1.0 1.4E-Odinversion
day5 20.0 0.0274 0.0176 -2.0E-04 7.3E-05 2.0 -2.7E-04non-inversion
day6 21.0 0.0273 0.0176 -9.9E-05 3.6E-05 1.00 -1.4E-O4non-inversion
day7 22.0 0.0272 0.0176 -9.9E-05 3.6E-05 1.00 -1.4E-O4non-inversion

Table130

Now this is all well andine but if6 g r differénces were being takenver this periodproblemswould develop

hypothetical 'grab' samples using hypothetical temperatures

temp/C pmvHCOPmMvClI gqpmvHC(ppmvCl tempdiff pmvtestparameter

day4 18.0 0.0276 0.0175 9.9E-05 -3.6E-05

day5 20.0 0.0274 0.0176 -2.0E-04 7.3E-05 2 -2.7E-O4non-inversion

dayl 21.0 0.0273 0.0176 2.7E-02 1.8E-02

day5 20.0 0.0274 0.0176 9.9E-05 -3.6E-05 -1 1.4E-Odinversion
Table131

Is day 5 an inversion or a namversion date? It depends entirely on the grab sample interval chosen and the

temperatures on those dates. As long as the saniplérgal is conistent, be it houly, daily, or monthly, the

results will be consistent but the moment it becomes random, inversieinversiondates also becomandom.

The patternseen on the inversion date determinatiamksheetalternating dvm and dHran different dayswould

remain the same bthere would be differentday mar ked as o6é6imversiond. orl dnanwor d
developmentseinforce the general concept of an inversionfimversion pattern butlow up the whole ideaf an

Oi nveaatdi ans. such

Note that the same reasoning would apply if the first columthe table aboveead min4 minl, min5but in that
case the reference would tezeinversion hours rather than datBglow isthe complete&3/16/1977 hypothetical
hourly datasetusng themolarfunctiondifferencetest parametemethod.



hourly partial molar volume difference test parameter inversion/non-inversion analysis using
hypothetical temperatures - Gila at Safford
temp/C pmMvHCOZmvCI N LIY SINn LIY & /tgmpdiff test parameter
hour 1 19.7 27.45572 17.54456
hour 2 18.9 27.52823 17.51791 7.3E-02 -2.7E-02 -0.7 9.9E-0O2inversion
hour 3 18.2 27.60074 17.49127 7.3E-05 -2.7E-05 -0.7 9. 9E-O5inversion
hour 4 17.5 27.67325 17.46463 7.3E-05 -2.7E-05 -0.7 9.9E-O5inversion
hour 5 16.7 27.74576 17.43799 7.3E-05 -2.7E-05 -0.7 9. 9E-O5inversion
hour 6 16.0 27.81827 17.41134 7.3E-05 -2.7E-05 -0.7 9. 9E-O5inversion
hour 7 16.0 27.81827 17.41134 O.OE+00 O.OE+0O 0.0 O.0OE+0O0
hour 8 17.0 27. 71676 17.44864 -1.0E-04 3.7E-05 1.0 -1.4E-O4dnon-inversion
hour 9 18.0 27.61524 17.48594 -1.0E-04 3.7E-05 1.0 -1.4E-O4dnon-inversion
hour 10 19.1 27.51373 17.52324 -1.0E-04 3.7E-05 1.0 -1.4E-O4dnon-inversion
hour 11 20.1 27.41222 17.56054 -1.0E-04 3.7E-05 1.0 -1.4E-O4dnon-inversion
hour 12 21.1 27.3107 17.59784 -1.0E-04 3.7E-05 1.0 -1.4E-O4dnon-inversion
hour 13 22.2 27.20919 17.63514 -1.0E-04 3.7E-05 1.0 -1.4E-O4dnon-inversion
hour 14 23.2 27.10768 17.67244 -1.0E-04 3.7E-05 1.0 -1.4E-O4dnon-inversion
hour 15 24.2 27.00616 17.70974 -1.0E-04 3.7E-05 1.0 -1.4E-O4dnon-inversion
hour 16 25.2 26.90465 17.74704 -1.0E-04 3.7E-05 1.0 -1.4E-O4dnon-inversion
hour 17 26.3 26.80314 17.78434 -1.0E-04 3.7E-05 1.0 -1.4E-O4dnon-inversion
hour 18 25.5 26.87565 17.7577 7.3E-05 -2.7E-05 -0.7 9. 9E-O5inversion
hour 19 24.8 26.94816 17.73106 7.3E-05 -2.7E-05 -0.7 9.9E-O5inversion
hour 20 24.1 27.02067 17.70441 7.3E-05 -2.7E-05 -0.7 9. 9E-O5inversion
hour 21 23.3 27.09318 17.67777 7.3E-05 -2.7E-05 -0.7 9. 9E-O5inversion
hour 22 22.6 27.16568 17.65113 7.3E-05 -2.7E-05 -0.7 9. 9E-O5inversion
hour 23 21.9 27.23819 17.62449 7.3E-05 -2.7E-05 -0.7 9. 9E-O5inversion
hour 24 21.1 27.3107 17.59784 7.3E-05 -2.7E-05 -0.7 9. 9E-O5inversion
Table132 (back)

It is now easy to see why the hourly results adgetly correlated as seenlimble125 With themodel usedthe
change oflirection in temperature differenagcursin exactlytwo places, 6:00 am and 4:00 pm, and the ingars

test parameters follow suif h e

6 my s tmelar yudctioadffferanae values on five grab dates is raiso

easily dispelled therewasno difference in temperatufeom the pevious (grab) sample dads is the case in hours
6-7 above Two instantaneous temperatures being the same on two different days is just a random event in the

analysisMolar functiondifferences are always going on at or above some minimumiirhegé r v a |
always becalculatel with the crude +/1Ctemperatures used here.

even | f

Using thehypotheticahour by hourmnalysis shows that 8/16/% neither an inversion nor a namversion day, it is
actually both over the course of the diyboth molar heat content anablarvolumegroupsare considead, it is

alsoboth at any paicular time of the day as welDuring the daylight hours, there is heat content inversion going

on at the same time a®olarvolume norinversion and tl nighttime is just the reversmolarvolume inversion and

6i nver si onhadhave eesn sidown td e enrepresentatvg, e s

heat content neimversion.(Notet h a t

will continue to be used later in the analysis since theye t h e
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means in terms of molar volume is a stamt expansion and contraction with implicat in entropy and a
concomitantadjustment in the energy of the system.

It is important to emphasizéat the functions within each group are moving directly with one anatheeen in the
correlations There are no inversiowd individual test parametergithin the two larger molafunction group
inversions. This finding is significant because it means that molar entropy and molar enthalpy, both in the heat
content group, are moving in direct relation to one another not inverting the one with thénatiemolar function
test paameter inversion group picture, entropy is inverting with volume not entbalfspge energy This strange
relation will be examinedt a later point.

A process can beefined asany change in thanalytical parameters ofsystem. In a practical senseprocess has
have an
that iseasily appreheratl The major ion concentration inversion is a process instiise. Some processge
more difficult to apprehend than others but can at least be comprehptededtually if not intuitively(e.g,

t o
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geological processes) Any processhoweverthat has both up and down signals at the same time and is going on

all the time without ay particular beginning oend is probably best considenedt as gprocess buasa state in
constanflux.

A &onstant fludneeds to be treated somewhdfedently than a process particularly when it is going on in so many
analysis quantities at tteame time. For major ion concentration inversion, one test parameter covauéd ab

dozen analysis quantities.itV molar function differencenversionthere are eight pairs of ions making up the test
parametersno one of which imecessarily represenitag of the solution as a wha The various molafunction
difference test parameters candast into the houby-hour mold.Here are thenolarvolume (top) and heat content

(bottom) groups on 8/16/1977 in both a full scale view for relative magnitudes (left) and a zooseaded view
for direction of change (right).

molar volume group test parameters by temperature difference in molar volume group test parameters by temperature difference in

chronological order (hypothetical temps 8/16/197-Apila at Safford chronological order (hypothetical temps 8/16/197®pila at Safford
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Figures 179182

The correlaeéd movemenof all the parametersan be seen to thight, which iswhat the test parameter is designed

to bring out and relative magnitudes are evident to the Baft it is not clear what to do with the multiple

parameters going in the same direction. Are they to be summed or averaged? No, this is not a quantitative but a
gualitative analysisRunnirg the creation process step by dtemn the full major ion pictue to thetest parameter

graphfor the heat content groultustrates howthe test parameter conceptiuces the problem to a simple change
of sign

difference in molal enthalpy major ions by temperature in
chronological order (hypothetical temps/16/1977)- Gila at
Safford
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Figure 183 back)

difference in molal enthalpy Na&Cl by temperature in chronological
order (hypothetical temps8/16/1977) - Gila at Safford
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Figure 184

ndHmM(NacCl) test parameter by temperature in chronological order
(hypothetical temps 8/16/1977) Gila at Safford
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Figure185

The test parametemhich excludes four of the sixions, creates an area which clearly brirmyg changes in direction
with respect to temperatuchange For enthalpy the majoritgf the major ions aractuallybecoming increasingly
negative during the dalyme. Theexception is Na whit, significantly, is like H20 imaving rising heat content
with rising temperatur@.e. pcsitive heat capacity).

Theinversionanalysisneeds to chang&imple cossinglinea nd 6 u p 6 walmalongeddo @Gne day that
suggests itself from the above graphs is to take atsage or below the curve@dXm(T) (e,g, dHmM(T2)
dHmM(T1))will be used as a simplified version diXm(T)dT, This can be calculated &p*(T2-T1) either with T1
& T2 asbegin and end temperatures of the inversion peridy asing the hour by hour differencasd summing
over the inversion period.hese different methods of calculatialhyield the same answésee beloyw Butthe
important thinghere is hat they came thought ofs areas rather than point to poinfatiénces



sign enthalpy and direction of temperature difference
- Gila at Safford(grabs)
H20
temp-grab/i dT dHm= dHo+Cpd&Hm(T2-T1) a&Hm(day) x aHm Cp(T2-T]
293 -68.408
298 5 -68.318 0.090
301 3 -68.273 0.045
304 4 -68.210 0.1979 0.063 0.1979 0.1974
301 -4 -68.273 -0.063
298 -3 -68.318 -0.045
293 -5 -68.408 -0.1979 -0.090 -0.1979 -0.1974
Table133

Thinking in terms of areas changes things entirely. Worrying about exactly when and where lines cross is a thing of

the past. The focus here is on area abovébatmv zero Whether the incoming radiant energy is added from 6:00

am to 4:00 pm or some other mimax pair makes no difference, at least toahalysis as currently conceivedher

concern here is the total quantity of heat absorbed not the rate of applicat@megult, it makes no difference if

the polygons generated are Orealisticlatoacaeidasmplepl ex (as
rectangulaform (to right). The simple rectangular form is, however, easier to calculat@pbximatearea otthan

thatoft he mor e 6 rUaaXim( sTt) idcafierhfeols arfutiction thdequatelyjuantifythearea, the

addition of 6éinnerd6 polygons being not only clumsy and

Sum molal enthalpies major ions by temperature difference in sum major ions partial heat content difference with
chronological order (hypothetical hourly temps 8/16/7@ila at difference in temperature hypothetical 8/16/77 hourly data
Safford - Gila at Safford
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Any given day will have total areadefined by the mak min temperature rangand two places in whicthe
direction of temperaturehengechanges: either from minus plus orplus to minusThedifferent min/max hours
are a seasonal effect arfidr, any given totalsimply change the height and width of the rectanghesareas above
and belowemain the same. This can be shown schematically as below but dratsty verified by calculating the
areas using not only the4but also the-B and 5 to 5&narios.

hypothetical hourly temperatures 8/16/1977Gila at change in partial molar volume watehypothetical 8/16/77 temps Gila at
Safford Safford
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qoVm - H20 hypothetical 8/16/77 hourly data

sum differences

5-5 6-4 7-3
day 49E-05 5.0E-05 5.1E-05
night -3.8E-05 3.9E-05 4.0E-05
Table 134

The sum valuedo changeslightly with scenario but thdifferencesare probably small enough to be ignored and
analysis will proceed with the-4 scenario onlyNotice that day and night values do not balance aslgxathey
should:thisis just a result of the crudeness of the analysich was intended only to show the sameness ofddrea
the central polygonWhatever the specific configuration of the polygombkat uniquely determines the asganot
the dailyabsoluteemperature buhe daily temperature range, this examplabout 27 degree.F

The molar functions themselvean beevaluateceitherwith the sum solution of parameters or
theinversionted parameterglisted onTable 132 to reveal theidaily inversions The functions

are calculatedroan hourly basjsourly differences takerand finally thesum or thedifference

of the differencesThe grapk below usdahe hypothetical daily temperatures aedl grab
parameteamountdor 8/16/77 to calculate the changediensity angartial molar voluméleft)

andmolar entropyenthapy, and free energgright) for that day (The moles of each parameter

are not used in any calculation, they are used only to determine whethetacalgulate the

mol ar function for a gi ve Thegharmaymaniicaesultfuseo | s >
the GibbsHelmholtz equation angS = ¢ddG /. MhE daytime values are those of the

central area while the nighttime are the surtheftwo awter areas

daily density, partial molar volume inversion (HGCIBparameters and water daily molar function inversion parametershypothetical 8/16/77
hypothetical 8/16/77 temps Gila at Safford temps- Gila at Safford
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Figurel191, the thermodynamic functions pictureaidistinct improvemeroverFigures 186
187 above. Therthe major iormolar enthalpydifferences sum to aegativenumber during the



day. If the major iongepresent the solution, then there is heat logsgltine day, heat gain at
night (coming from some unknown sourc@his result sems odd but makesensewith the
characteristics of major ion enthalpwll their standar@nthalpyvalues are negative and five of
the sk have negative heat capacities.

But water temperatures do rise during the day so the heat content of the solution must also rise,

no mattethhow many individual parameters have negative enthalpatunately, the Gibbs

Hel mholtz equation pictur e [lpyidthesams dbeabavd s ol u
inversiontestparameter viewincreasing during the day decreasing at niglrtce free energy

increases in a negative direction, all three functions increase during the day and are directly

related to one anothdn summary, heat input from the environmeatises the system to expand

and workis doneby the systenon the enironment At night, the systemeleasesnequivalent

amaunt of heat back to the environmeBlution enthalpy rising with daytime heat increase
decreasing at niglié seenhereas 6t ouchstoned6 analysis result.

It may be thaour understandingf theintensive behavior of the solution is beinfuenced by

our knowledgeof its extensive properties. Our expectations of solution behavior are usually

based on the way the total functions of water behave. Water is so overwhelmingly greater in

amount tharany other parameter that its behavior can reasonably be used as a surrogate for the

total functions of the solution in many cases. In the molar function viaterwnay be jusine

among many others with no special significance or weight. On the othérthamolar values
ofwateraréddi f f erent & because wat er parametersexistO medi um
Densityis not calculated with any other paramefére molar volume of water &so a

reasonable surrogate for the solution andvsrsely related to its density (another touchstone

relation)

Given these relationgjigure 190raises some questions. The sum solution molar volume and that
of water as well as density are given as referenBesthere are also two vers®of themolar

volume inversiortestparameterone the negative of the other, and only one can be coftest.

only real,functional view of the solutioas a wble that can be used to decide which is correct is
density

If density is calculated for each hour usthg same 8/16/77 hypothetical temps the resulting
values are the inverse of the daily temperature curve. The density differences have a negative
slope with increasing temperature as expected from the basic relation of the densigr efithat
temperatur@bove 4 CThedaily density curveeven though a hypothetical construstanother

0t o u c lamalysis Rexdll that while the partial molar volume is, in general, inversely related
to the density, theartial molar volumenversion parametas directl related to the difference in
density.

Is there any way to connetie daily density fluctuatioto the molawvolumefunction

inversion® The same basic procedure that produces the inversion test parameters can be

foll owed for grab densities. Each date is | a
to the previous date, then the differences taken: 1) a conc to a dil,@¢diid, 3) dil to dil, 4)

conc to conc. The groups for the partial molar volume inversion test parameter are the same as



density with o6inversion6 msweérsgiidmud edu f otri touti @ c
0 ¢ 0 n ¢ e nDensiyton avaragedgoes dowrithg the day with increasing temperature so

grab sample status 3 & 1 (below) represent the daytime situation, 4 & 2 theThiglgraph

below shows the relation between density change, the partial molar volume inversion test

parameter, and the other motanction inversion test parameters.

density differences and inversion test parameters by inversion status
- Gila at Safford(grabs)
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Figure 192

There are really two sets of inverssgoing on atlie same time on any given day. The three
thermodynamic functions are differently related to density chdragethe partial molar volume

0 i enrvs substitdtegor cconcentratiofa n d -iGversiotd s u b $ot dlilutiond thes

opposite of the partial molar volume inversion test paramelaions. The result is thdtthe
inversion parameter for partial molar volume is run agHE0O3-Cl >0), there is one set of
inversion statuses per sample date and it is the opposite of those for the other thermodynamic
functionson that date For example, aate withaninversion statusf 1 (conc to dil) for the

partial molar volumés aii 2 0 ( d i for the othercfunctien¥The upshot ishatthe two sets

of relations cannot be sorted togetkerthe date as a whole cannot be evaluated

The partial molavolumeinversiontestparameter functionalizes the data through its relation to
density change it has no basic, fundamental meaninijis not set in stone and parameters
and directions can be changed at v@lbnverting the partial molar volume to a negatiw#hout
changing the definition (HCO3-Cl >0) flips the partial molardnversiordt o é@mtratio a n d
makes the inversion status to density chahgesame across all funatis The negative partial
molar volume inversion test parameigrcoincidentally, of the same form as the partial molar
volume of water.

The final result Figure 192 presents two options for thpartial molar volumeWith (1), the
partialmolar volumeis directly elated to the change in density as in the sum solution or
uncorrected inversion test pattern viewhe result ighat the solution isontractingat the same
time as the density indicates an expansion (dilution). In view (2), the solution partial molar



volume risesnversey to density change so that the dilution is now understandable as an
expansion of volume

But there is mordn (1) positive ertropy occurs witha contracting partial molar volume. While

not impossible, this result cannot be explained with a simple volume/entropy picture and requires
information from outsidéor deeper withinjhe system. With (2), positive entropy is simply the
result of volume expansion.

One more view will be shown although it uses a procedure and a format to be developed later.

The above graphs were created with hourly sample differences. The new viegrédkeample

0Oi nver si on di fstargsld memisn:statusi4s) nversian istatus 25version

status 1s, inversion status 3 and 4 differences within themselves (aamniotvir inv3, an inv4

another inv4)The density differences are swept up in the procedure merely being the dansity

any given inversion status day. I f the invers
inversion (4,1,2,4) the results are the two graphs below. These improve the view of Figure 192,
showing expansion and contraction more clearly anealevg the proportionality of peaks and

valleys.

ndensity inversion differences daily molar volume and thermofunctions
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The above o6corrected©6 fpnctiontdailyieversiomdmeédtlhe t her mod
expectations. The negative entropy of nighttime is resolved over time by the positive entropy of

the following day. There is one constant heat input signialtlite alternating on/off switching of

day/night that creates the alternating expansion/contraction, positive/negative entropy. What

makes the molar view Omol aré, the normalizat.i
t her mody n a nti ocm pulinedihetadt asneurgBergy. When amant is taken out of the
picture and only temperature considered (and normaliped/ T, G/ T6é), negati ve

resolved over time.

The above picture is, of course, highly genemdi It depends entirely orhgpothetical daily

temperature curve whicchanges monotonically liken ambient temperature curve. Thal

temperature of interest, the water temperature curve on any given day, is too complex with
deviations occurring randomly over time and s
fow and el evation to define spati al change. We



because it agrees with certain preconceived notions@esinot disagree withe otherpictures
that evolvewhenaveraging has smoothed things.out

Thevariousmolar functioninversion groupings angiatiernsfoundto this pointshouldbe
mutually reconcilable thoughctually doing so may not be ealyhere the molar function
groups, molar volume and molar heat conterd,iiardation to the daily inversioparameter
curves and ho they intersect isotcompletelyclear. It may be significanhowever, that the
group pictureand the daily inversion pictuteas all three thermodynamic functions directly
related to oa another and to volume, thoutdite sign ofvolume is flipped in thelaily inversion
picture (Tables 119 and 125).

The fact that thélaily inversion test parametentropy ad enthalpy patterngre the samis
reminiscent othe fact that Na balances the other major ion®éth molar functions §igure
185 in the grab sample correlatiorihere is no surprise here since one of the test parameter
parameters in each of the two tests is Na (with entropy or enthalpy data as rigetkbe) free
energy ion correlations’able 110 show Ca and Mg related inversely to the rest of the ion
including Na Soit appears that the balance of free enegagy hence the resolution of negative
entropy, may requira shift fromNa toCaMg as the primary balancerhis speculation will be
tested later when the proper context has been developed.

The effect ofchanges in thenolar functiors areto beseen in the totdunctiors so the former

will be examinedo quantify the latter But todo so witha control volumethat only exsts for

one secondisnotpossible | nst ead, asnéeded Mhe coatiol resesveirds v oi r 0
created when thegid and imperviouslownstreanf{crossstream boundary rather than

appearing and disappeariegery secondremains opeifor exactlyonefull day. When the

volume of one full days flow has been reacHtmv is directed backwardfor exactly one half

day (43200 secondsWhen the backward flowing riv@rst hits the upstream boundarthe

backward directed flow is joined to the last of the incoming flblae upsteam boundary

becomes impervious and stationamytting off all further flow into the systerAt this point the

6l ights are fl i pped dhecéontroltreBeevoircconfaiasr endiessiobp b e gi n
of flowing waterwith a period of one day

The result is a conveyor batrangement of 8640@enticalcontrol volumes, moving but not
changing in amountAll control volumes in the reservoir are subject to the same environmental
factors whatever their position in the lodpcipient precipitation and dissolution areted but

not allowed to proceed he physical boundaries are rigid angperviouswith the result that
stream deepening amddening is not possible

The goal of this 6thought experiment, & howeve
In order to achieve this goal it is necessary to stipulate not constant flow, which would imply
constant volume, but constant amount. The big picture @rsystem with no open inputs, this

in turn means that all control volumes, or subsets of the system, must remain identical in amount.
They are allowed to change in volume whisimce the effects of physical factdrave been

expressly forbidden, can gnbe a function of temperature change. It is easy to enumerate the



logical requirements for this experiment which would, however, be nearly impossible to actually
construct in the real world.

schematic control reservoir with constant charge% major ions,
8/16/1977 - Gila at Safford(grabs)
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Schemati®

Maximum changes in valubat can be expected eltotemperature change alocea n 6t b e
compared to average valubat changelue to a lot of different factors. To make matters worse

there is nacomparablalataset availables far as is knowto compae results againstt is also

clear that the wlar functions may lack th&ompleti e s s 6 necessarspseeimg do t h
the effect on the total functions is not just nice it is necessary.

In addition, leavy reliance will be placed on volume and density relations of H20. It is easier,

with H20, to get a oO0feel foré which results m
partial molar volume of water may hest one of many partial molar volumes with particular

special significance. Itis, however, easier to use than the sum of soluttom dort uent sé par
molar voluma which should theoreticallyadd uptoz€rd hough it dawlsndt i n
couldcause numerical annihilation aegplosions (DIV/0) wherever it goes.

To gener at e 0 exhehlypoihetiahourly &nélysisselaneoh easlgrab sample

day and averagealver all grab sample daysor example, the density of watam each grab

sample datean be put througthe hypothetical hourly analysis procedure described adnode

the resultaveragedvith similar resultdor the othergrab sample date¥hedifference in density
numbersgiven beloware the difference of the density at 4:00 pm minus the density aagt00
and aregoer degree Celsiuslhe total function results are given since it is the effect on them that
makes changes in the molar functions significihe changen total kilogramsthe change in
density per Gimes the temperate range and the sameplolumeis per day or, more
specifically,the cumulative totabver the twelve hours of increasing daytime imgat



hourly H20 density change analysis using hypothetical
temperatures - Gila at Safford

akg/L)/IC a&n0dens e k/day a0kg
-0.0002 -0.02 -23 -0.19
Table135

The signs areorrectfor water, decreasing density with increasing temperaturestae

explanation of what themmean may be in order The negatiedoessmkmean f or e
thattwentythrek i | ogr ams were 61l ost . 0o It means that
density equivalerto anapparent loss of twenty threkilograms compared to the makshe

volume hacdhot changd. This interpreationwill be verifiedby calaulationbelow.

Turning to thepartial molar volumef H20, the same analysis as for density can be run yielding
the following resultsThe result in (L/mol)/degC to the left belagrees roughly with that found
previously (Table 134) though the latter was a much cruder analysis and derived from data on a
single date (8/16/77) (5.0%/27 = 1.8 Eb)

hourly H20 volume analysis using hypothetical
temperatures - Gila at Safford

aL/mol)/C a@(L/mol) e lday a0l
4.4E-06 0.024 40.8 0.298
Table136

The change in the partial molar volume per degree C is very small eingptoonly a 0.024%

changeat 4:00 pnfrom the partial molar volume value @6:00 am (functionmax/min). The

volumein liters, the same as above but with negativesgne al | 'y 61 ost 6 at ni gh
immediately regined the next day

Theanalysis at this point is not just hypothetical, it is actually amsbkh of hypothetical and

real data. The temperatures are established as described above and the thermodynamic molar
function differences are calculated with the temperatures genefataezhlculate total function

areas, however, the number of moles of each constituent is necessary. To calculate percents it is
necessary to have the solution sums of the various molar and total functions. This data is taken
from the grab sample data. Taealysis is therefore limited to grab sample dates even though

hour by hour straight function calculations coulddoae with the daily means. Only

instantaneous data is udbdreforeand, further, is assumed to be, averagebut constant.

The effect of daily heating is very small on a percentage basis for both derpartial molar
volume change as would be expect&dit how variableare the resulFor the difference in
tot al rel ati ve v ousesxenstangatuefdr malea of waber. Buhavdry s i s



different sample dateabe amount of water will varyso the difference in liters (dV) has to be
understood as that of the hourly analysis run on the average of grab sample moles @veter.
all 161sampleswvith widely differing amounts of watgthere is an expansion about 41 liters
The averages over different grab samyded above for the sake of clarigye replaced with
rangedo give a better ideaf the variability involved

hourly H20 density change analysis using hypothetical daily hourly H20 volume analysis using hypothetical daily
temperatures - Gila at Safford temperatures - Gila at Safford
®&(kgl/L)/ @&ndens akg/ dalkg/ &L/mol)/C  a(L/mol) @& lday aol
min -0.0003 -0.03 -298 -0.41 [min 4.41E-06 0.0244 0.025 0.11
max -0.00001 -0.001 -0.02 -0.01} max 4.408E-06 0.0245 551 0.43
Tablel137 Table138

The averageumulative change in massrresponds to an apparent loss of 2®kban range

from 0.02to 298 kg a maximunfive orders of magnitude rang€he changé& cumulative

increasen volume is similarly about fiverders of magnitudeWhat makes water

overwhelmingly representative of the solution are the amounts involved, the moles that cause all
the problemsn variability here

It is clearthat averagingwer grab sample amouniadermines the hypothetical analysis. The
varying number of moles on different grab sample dates undercuts the purpasmsfant

amount analysis. [ie percent total difference min/méaoweverare of the same order of
magnitudeas opposed to the total function differences which differ by orders of magnitude. The
former are the numbers to focus on, however small they may be.

The effect of different daily temperature ranges on the molar functions is not a problem when
results ae reporte by degree QOver all grab samples the temperature at 04:00 pm ranges from
8 to 32 C while the minimum &6:00 am ranges fror2.5 to 18 The difference between the

two, the daily temperature randewever, is very constaas already notedror the grabsin

one calculationit averages 12.2 +B C though the range of ranges is from 4 toFb#.the daily
meansconvertel to water temperatures, the rang&é3s4 ++ 3.4C.

If the average hypothetical temperature range of i8used, theveragecumulative change in
density for one day i€).00201 kg/L. If the sample starts on in the morning with the average
winter dens(T) value of 0.9992, then by the end of the day the density will have changed to
0.99769 which is only slightly higher thahe average summer dens(T) value 8693@0.

(Dens(T) values aresed here because they are the density of pure water rather than density of
solution (TSP)). Since the difference in density per C and the temperature range are averages,
there will probaby be large areas aiverlap between daily density difference and seasonal
density difference meaning the two cannot be told apart by magnitude alone.

With the change in densipgnd the change in volunavailable |t is possible to examinie two
to see ifthe results corroborate one anothEirst, the partial molar volume methodn 8/22/11
theoriginal control volume dens(T) wak99672 Thecontrol reservoir expanded by 34.03



and dviding theoriginal number of kg(12760)by theoriginal number of liter§12799)plus the
expansion liters yields a new delysaf 0.99431(not a realistic grab densitythis will be
addressed latgrMultiplying the new density by theriginal volume(as if there had been no
expansionyields a value of 1256 kg which is 33.8%g lower than theriginal control volume
mass. Secondysing thedensity analysisnultiplying the change in density by the sample
volume,the control reservoir change irassis -34.02 kg. Theresults aremapparent 0.265%
(pmv method) 010.27% (des) change imasswith a 0.56% difference between the two
answers

The excellent agreement of the two methods is a little suspicious, as if the argument were
ci r cul abutitseems so becaustthe density isexactly1.000Q the change in kg will
always be equal tthechange in liters. Example (1K§(100+2)L = 0.9&g/L, 0.9&g/L *100L

= 98&g, 10kg-98kg =2kq)

To address the questi on r beinggerkratadby thecanatydis, 6 unr e
the above procedureill be r epeat ed o nfheaaximaredaily migmuengrabd a vy .
watertemperatur€18.8C on 8/9/79 sets théowest possiblenorning daily density(Tyalue

(0.99659. The control reservoir expanded by 8.77 L and dividing the original number of kg

(5365)by the original number of lite®380)plus the expansion liters yields a new density of

0.9952. Multiplying the new density by the original volume (as if there hahl® expansion)

yields a value of 5354 kg which is 9 kg lower than the origsoatrol volume mass. sihg the

density analysis, the control reservoir change in ma$s4dkg. The results are a 0.16% (pmv

method) and 0.15% (dens) change of the origimadses.

More staightforward analyescomparing densitiearealso possibleThe cumulativeecharge in

pmv H2Ofor 8/9/79is 4.4E6*6.71 or 3.CE-5 L/mol. The number of moles of water on that day
was calculatetb be296421 whichmeanghatthe control volume expanded ByBliters.

Dividing the original mass by the original volume pthe expansion liters yieldsreew density

of 0.9952.Subtracting average density chang@q02 kg/C) times the 8/9/79 day temperature
difference (6.71) fronthe original dens(T) value of 0.99658 yields a density of 0.99524. All the
densities calculated on 8/9/79 are higher than the lowest grab sample ders$ity@B478kg/L.
This means that th@nrealisti©density of 8/22/11 is probably the result of a wider than normal
temperature range (Bas opposed to 6.7 forB79)

The highest daily temperature range, 17.62 occurs on 3/20/02. On that date the control volume
dens(T) was 0.99917 and the changealume 14.74. Going through the calculations yields a
new density of 0.995425d an apparent loss of 14.24 kg. The change in density method would
have predicted only6.52 kg. Here, the agreentdetween methods is not god{%6 & 0.42%

or a 77% diffeence between the twbut the low density is within grab sample limits.

It is hard to decide homuchto weighd un s ¢ a lcid6 d e im svaltatng theaahalysiss
Densitiedower than the lowest grabmsty(T), 0.99478, doccurasseenon 8/20/11so tre

analysis is generating densityvale® t s een i n Butkhegrabs aeeattiailywor | d o .
minimumes they are instantaneous values whose difference from the daily minimum is entirely
unknownl t i s | i ke randomly picking a dieansi ty dur



cannot be lower than this or itusrealisticd whi ch i s b mhesaondayofyedidby) t he da
minimum minimum density(T) issed, the &r would be even higher (0.84995. The graphs

below,which essentially remakt@e initial temperature range at Safford gréplgure173) but

in water temperatures/C, shows the magable grab min/maxs (2 =8b9 versus the daily

mean @y of yearaverage daily densities ("2 =0.975)

daily minmax water temperatures generated from average air daily minmax water temperatures averages generated from average
temperatures- Gila at Safford (grabs) air temperatures Gila at Safford (dymns)
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Figure 196 Figure 197

The analysis of extreme values to judge how realistic hypothetical results are is a logically sound
method but it has to be donerrectly. Here grab sample values were used as a matter of

convenience rather than the more correct, daily minirdansityvalues. Given the fact,

however thatthe daily minimum densities need to be calculated from air teahpesconverted

to water temperatures theyarle a@modgove £fdridvhatatad & e q
it 6s woith only 1986+13B9 daily air temperature maxumsand minimumsavailable

(the SRA temps datasethe minimum dailyminimum densityof grab sample dates comes out to

be 0.9934 and the whofproblendjust goes away.

The other molar and total thermodynamic fuoieii can be processed to yield the following
resultsusing the new foriat, ranges rather than averaggstice how a difference that is so
small as not to be apparentegherthe straightmolar level (column 19r percent molar level
(column 2)can translate into a huge difference at the total level (column 3).

hourly H20 thermodynamic functions/kcal- using hypothetical
daily temperatures - Gila at Safford

a&dXm)/C & (dXm) /day a&0X

dH-min 1.7994741873804E-02 -0.0264 103 -0.46
-max  1.7994741873807E-02 -0.0262 2248734 -0.11
dS-min 6.04E-05 0.35 0.4 1.62
-max 6.47E-05 0.41 7840 6.80
dG-min -1.67E-02 0.0212 -2 0.10]

-max -1.55E-02 0.0228 -0.4 0.39




Table139

Thechange irmolar functions for water is extremedynallwhen reported by degree 0he
direction of changagrees with those found in table 105 with enthalpy and entriogyeasing
and free energy decreasiwgh rising temperaturel he change in the total enthaligyhuge,
thanks to the overwhelmingly large amount of water.

To see how these numbers are generated by the andysigraphs are shown. Below are the
graphs of gralfblue)and hypotheticalred) analysis results for change in molar enthalpy and

percent molar enthalpy (top) and total and % total enthalpy (bottom) with change in temperature
for watet

difference molar enthalpy H20 with difference in temperatug@ila at difference in % molar emhalpy H20 with d|ﬁ§rence in temperature
Safford grab and hypothetical temp sample§ila at Safford
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difference total enthalpy H20 with difference in temperatur@ila
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difference in % total enthalpy H20 with difference in temperatu@ila at
Safford

6.0E-01
4.0E-01

e -, §2.0E-01

] £
] [9]
25 20 10 25 ° SUGP
a2 20 I 5 0 \ 10 15 Wpo 25
-2.0E-01 -
y =-0.0005x + 0.0002 y =0.018x + 0.0004
) R2=0,0202 -4,0E-01 st
-6.0E-01
K
—8—nH(H2O0)rabs —@—H20-H/86400 —0— %"H(H20)—8— H20-%H(hypo)------+ Linear f"H(H20))--+++++ Linear (H20-%H(hypo))
Figure200 Figure201

Molar enthalpy (top left) is highly correlated to temperature and the grab and hypothetical results
agree with a common slope equal to the heat capacity of water. The hypothetical analysis appears
assimply an extension of thenthalpy calculation inta highertemperature rangé&or the

percent molar enthalpi€top right) hypothetical results are more linear (r2=0.70) than grab but
have no relabn with temperaturezero slope). The same appltedotal enthalpy (bottom left):

havingthe total number of molesf the grab samples the calculation obscures any dependence
on temperaturéhere might ben the grabs

But with the % totadenthalpy (bottom righta new relationship is set wygth thehypotheticalsa
relationship entirely lacking in the grali$is new relationship with temperature is inverse and



quite linear. It isof coursea direct result of holdingnaounts congnt ands visible onlyin the
percentotal view.

Entropy givedasically the same picture as enthalpth only therelation to tempeature change
in the percent total vieweing positive The difference in % molar entropy and total entropy vs
difference in temperature graphs (not shown) are carbon copies of thpegtiaphs. In neither
of thosecase dothe hypahetical results shoawnymorerelation to temperaturthan the grabs

difference molar entropy H20 with difference in temperatui@ila

difference % total entropy H20 with difference in temperatuf@ila
at Safford
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The molar entropy graph (above left) shows, caga&in, the hypothetical analysis to be just an
extension of the basic entropy @alation carried out to a highegmperature range. The
difference in percent total entropy vs difference in temperature graph to the right above again

shows a new relationghior the hypothetical results that is entirely lacking for the grab samples,
positive with temperature change as expected.

Free eergy follows enthalpyput flips the direction of increase

difference molar free energy H20 with difference in temperature difference % total free energy H20 with difference in temperature
Gila at Safford
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The new relationship is the diremtitcome of the decision to halde number of moles constant.
The question whether this new relationship will yield any verifiable and useful information is still
very much openWhat has beeshown to this point is that the various calculations are in accord
with each other not that they are in accarth patterns that real samples would assume under the
same conditions’ he new relationshigoes, however, sebunds for the evaluation of taealysis.

If the patterns of the grabs agree with the hypotheticgdartialmolar, % partial molarand total
function, thespatial average assumption will be to some extent vindicated. It expetted that



thegrabpercentotal resultswill resembe the hypothetical]sndeed it is the difference that is the
goal of the analysis.

Theresultsof Tables 1379 abovelook unobjectionkle enough but there i way to establish
whether they are correct or fmyond the crude metheaf checking sel€onsistency and

| ooki ng f or O Moreirdoanatios it requited to graviddeagescontet by

which to judge themOneway of establishing suchaontex is to compare them thegrab
samplesnonthly averagesThe monthly averageartial molar and total relative volume of water
for the grabsare shown below.

partial molar volume H20Gila at Safford(grabs) total relative volume water Gila at Safford(grabs)
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As noted before he monthlypartial molar volume pattern is the inverseranthlydensityand
identical to the temperature curwehile the total relative volume followthe flow pattern The
output of the hypothetical analysis is all differences, but it is possible to go bapklbaadt the
hour by hour partial molar volume valutfgat went in to calculatinthe differences. Below are
the partal molar volume of watemonthly averages by ho(top, left) and theaverages of the
hour by hour resultsy month(top, right) andditto for total volume lfottom).

partial molar volume water for each month by hour of daylla at hourly average partial molar volume water by montBlla at
Safford(hypo) Safford(hypo)
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average total volume water for each month by hour of d@lla at monthly average total volume water by montiGila at Safford(hypo)
Safford(hypo) 5.0E+09

5.0E+09 ASE+09 g all 24 hours plot on top of each

4.0E+09 4.0E+09 i i
35400 other in monthly average view

3.0E+09
2.5E+09 \C
2.0E+09 N\
1.5E+09 N
1 6 11 16 21 1.0E+09 \
hour 5.0E+08
0.0E+00
1 2 3 4 —e—5 6 1 3 5 7 9 11

£ 3.0E+09
2
= 2.0E+09

Liters

——7 ——8 ——9 —e—10—e—11—e—12

Figure210 Figure211

In the hourby hourdaily results by month, top lefthe(hypothetical daily temperatve curve is
apparentReversingows and colmns, themontHy averagegtop right), reveakhat the
hypothetical sales follow the samaversedensity pattern as the gralddultiplying by a
constan{as indmole® {bottom left) gives the total volumes which, when flippeds to
columns reveas the flow annuapattern (bottom right) witthe hour by hour results plotting on
top of each other as monthly averages.

Here it is possible to sdeow simplethe analysis is: an hour by hour calculation of the partial
molar volume which varies slightly by month and the multiplication by a corfstaany given
dayto calculate the total volume. Rersing rows and columns reve#iiatthe basiainderlying
inversedensity andlirectflow patterns seen aboséll hold, it just takes a differerviewd t o
bringthemout

The analysis, howevepyoduces as its output differences of molar functions aidagth

differences, notalues that thegrab anchypaheticalresultsneed to be comparedt is

important to keep in mind in what followsthtath e 6 di f f er encesdé of grabs
samples are two different things: differences in instantaneous temperatures from one grab sample
date to the next vs differences in minimum and maximum hypothetical temperatures in a single
day. The only reason these two sets of differences can be congidnaicthese are state

functionsand the result depends only on the difference ofvtleetemperatures not on when,

how, or whythe differences are takelfithe temperature difference is¢ same between two

grab sample datess it is between the minimuand the maximum of a single dalgemolar
functionresultwill be the same regardless of the different situatidhs. total function will also

be the sambut only ifamounts ar¢he same andonstantDifferences in volumen this analysis

are a function of temperatucbangeonly as explained above.

Themonthly averagédifferences of partial molar volun{geft) and total volume of watdright)
for the gabs(blue)and hypotheticalred) samples arseen below.



monthly average differences partial molar volumes watgrabs and
hypothetical samplesGila at Safford
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Grab and hypiheticaltotal volume resultéright) agree in following the flow pattern, the grabs
in a rather exaggerated form, hypeticalsamples in a rather muted foreminiscent of the
daily mean flow curve Note that the hygbeticalsamples had to be multiplied by 300 (after
division by 86400}0 be comparable to the grabs

The patial molar volumegrab and hypiheticaldifferences &boveleft) follow the monthly
temperature differengeattern bupresent several small but important differendds
hypothetical results are laggthan the grab because the temperature diffes@medargerA
graph with exactly the same appearar@aebe generated by plottingartial molar volume
differences véemperature differencesrather than by montfmat showr). Thepatternis exactly
the same as thabovebecause¢he partial molar volume equation is just a linear transforomati
of thetemperature curvd@ he fact that the grabs partial molar volume from Aug to Dec is
basically going down while the hypotheticals aemagy or going up is unexpectadd may point
t o some O imthégerabsonotaceauntea for in the hypothetical analysis.

The percent change in partial molaiumefor water for grabs and hypothetical results are
shown in monthly average form beldgit. Grab and hypothetical results are in good agreement
for thedifference in percent molar volumeith peaks in April and November, biltere iglittle

else of interest.

monthly average change in % molar volume grabs and hypothetical

monthly average change in % total volume grabs and hypothetical
results- Gila at Safford

results- Gila at Safford
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The difference in percent total volume (abonght) for thehypothetical results (red) are quite

distinct from the grab results (blue) as they should be. There is a small but gradual increase in the
first six months in the hypotheticals, expansion corresponding to increasing temperature, with a
dip in JulyAug as smmer monsoons increase the total amount of water, decreasing the percent
expansion number. Note that the grab curve, despite the excessively large August peak, starts
out as a very weak, watered down form of the flow curve while the hypothetical cittvéhev
exception of the August dip, seems to be a very flattened out temperature curve. A total function
seems to be showing temperature dependence, as opposed to being entirely a function of
amount/fow, even ifitis only a perceandisa r at henedf batd curve.

The analysis continues with the other thermodynamic functionsmbin¢hly average
themodynamic functions propare shown (belowfYirst a view of thegrabmolar values (in
residuals) andifferences and then total values atiiflerences.

monthly average values molar functions of H20 (residudls)a at monthly average differences molar functions of H2Glla at
Safford(grabs) Safford(grabs)
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The molar functions of water quite clearly follow the temperature pattern either positively,
enthalpy and entropy, or inversely, free energy. The differesfdde molar functionlearly
follow the monthly temperature difference cuf¥egure156) but is not an artifact but rather an
0 i nv ebecusethede are two different respstseéhe change in sign of temperature
difference.

Any temperature dependent function is going to follow the daily or the annual temperature curve

and will therefore show change in direction when the sign of temperature difference changes.

The min and matemperature curveé§igure172), whencast in monthly form, each show the
artifact oO6inversiondéd of monthly differences b
functions cross one another. For the ther mod
where the standard valuesd out leaving just the temperature compensation portion, is there

the possibility of true inversion. It is the differenca@sponseto temperature change of the

various parameters that causes the inversion not the temperature change itself, ve apaksiti

negative heat capacity (or, for the partial molar volume, direct and inverse relation to density).

|l nversion is view dependent bufitheveewmustecessar i
simply incorporate the inversion relation arelvkorkedout in the relationsfahe functions to

one another.
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Thegrab samplé¢otal functionvalues aboveleft) anddifferencegaboveright) abovefollow the
flow pattern withentropy inversely related to enthalpy and free endhgtatter twolargely

plotting on top of one another.

The totalenthalpyhypothetical sampldifferenceqbelow) arecalculated from the positive
molardifferencesandshow the total chandaought about byhe daytimeoostive temperature
changepositive as well. So, when grafidue) are compared to hypotheticéisd), the analysis

flips the sign while the effect of the numbers of mglag of the calculatioremains apparent in
the lagely flow-like appearance of the curve

comparison monthly average total enthalpy H20 grab samples and
hypothetical max temp diff samplesGlla at Safford
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The differences of molar and total thermodynamic functions of water for the grabs and
hypothetical samples am®t shown since they are carbon copiesefftow graphs(Figure206).

The percent molahermodynamidunctions are less well known and themef bear showing in

t hent o0 dohe(dodv a withehe grgb sample monthly averagése percent molar
functions (left below) are rather nondescript copies ofwé&er partial molar volume graph.

They show only slight responses in March and November with the November dip in entropy and
enthalpy accompanied by an inverse movement of volume not seen in the smaller March
response.
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The percent total functior(sight above)show a single large peak in August whiclais
volume/entropy peak, enthalpy and free energy plotting on top of one another in a much subdued
peak below. But the is a bit ofa problemheré thermodynamic functionsinlike football

playersc annot gi beigg liditedby G&ityheycan only be 100% or lesEhere is no

doubt that there is something going on in Augasd the volumeentropy combinatiois perfect

to describe the expected meaning of the summer flow expabsiovalues greater than 100%
do suggest error.

It is again in theercent differencesf the totathermodynamicgunctionsthat consistent
temperature pattesrbeginto creep intdhe picture. Thetotal volume percent differences have
already been showfirigure212); below are simar graphs fofree energyand enthalpy (top),
and entrpy (bottom) with grabg(blue) compared to hypotheticgled)

monthly average differences in pecent total free energyab and monthly average differences in pecent total enthalgyab and
hypothetical samplesGlI at Safford hypothetical samplesGll at Safford
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The grab saples(blue)all showthe expected flow peak#éggus) and \alleys (June) though

the entropy curve is pretty flaround JuneThe hypothetical curves (red) are quite distinct from
the grabswith free energy and entropgplacing the August peakith a valley and the June
valleywith a ppakwhile enthalpy(top lefi) follows the direction of the grabs in June and August
In generd the hypothetical enthalpy curve is rougttlye inverse of the entropy and free energy
curves. Once againtotal functiors seento be showing temperature dependence thanks to the
stipulation of constant amount and are replicates of the hypothetidgisemaperature range

(Figure 158.

Canany more refined seasonal analyaishe grabshow thes a neeasandltemperature pattern seen in the
montly hypotheical sample8T he short answer i s sunmarided riefgihetehe t esting v

The gralpercenthermodynamic functions weseibjected to seasonal analysis to see if any influence of

temperature can be found. The sasmasonahnalysis waslone on the corresponding hypotheticals. Finding signs

of seasonalityn either would be good in itself but also help verify the original (rather flat) seasonal pattern
supposedly found in the hypothetical monthly averages. Since the analytical methods and rationales for them have
already been described the analysis wildbee in summary fashion.

The first step is to do frequency distributions: the results are significant but not very interesting to look at, and so are

not shown. The grab difference in percent total thermodynamic functions are all quite normal withogdirfect

shaped curves. The hypotheticals are not normal distributions and are instead flat curves with low numbers in each

bin. But hypothetical analysis is by definition an artificial construct and there is no reason why the results should be
normal. ltis after all, very much the extrication of a O6part
of normality that Owholesd often do.

Another analysis of interest is autocorrelation to look for patterns. To summarize the results: graizeliffelees

in %total volume and entropy show no autocorrelation (peaks at 6 and/or 12 mos = 0.40) which number rises a little
for the hypothetical samples (0.65 to 0.71). The grab difference in % total enthalpy and free energy are, surprisingly
enough, faly highly autocorrelated (0.80) which number declines a little for the hypothetical samplesX@®H5

The hypothetical samples are, therefore, all in the same fairly narrow but low range7®68r autocorrelation

whereas the grab samples arbaithighly autecorrelated (%enthalpy and %free energy) or not at all (%volume and
%entropy).

Another view is provided by a simple density functional analysis (dddd). There are differentiations by magnitude
and by sign among the % total thermodynamic fiens for both the grabs and the hypotheticals but it is not clear
what they mean. Adhmore refined seasonal analyZssason, function(s), function(l), also proviueclear clues.



Both magnitude and sign have beengetermined by the temperature raagel the analysis procedure so there is
really nothing to compare.

How has thdransformatiorof an extensive function to show temperature dependssere

brought about ? Ar en 0 tosdme exted, yaEpngdptaally, tkerbid or ange
differencebetween grab and hypothetical results is thamain factor in the grab total function
differences is the difference in number of moles of the two samiiesaumber of moles,
constant for each daysodé6 analysis but differen
total averages. Taking the percéotal changeeliminates the effect of different amouwis

different days.With the hypotheticalesults, the difference in the molar function (usually small)

is used with the moles for that day to show that portion of the total function that can be attributed

to positive temperature change and this is relatively constant on a percent basis.

daytime molar function max differences
H20 (solr - Gila at Safford

g@dvVm  quHmM qSm qdGm
4.8E-05 0.20 6.6E-04 -0.19

Table140

The relationship between th&o types of inversion can nole dealt with at least qualitatively

The molar function inversiis seen to be wery small effect, as expectec e O6vi ews 6 ma)
better in finding s uothersaButthe maindfactorlinyamplifgnyorpat t er
diminishing the intersection between the two is the timing of events.

These considerationsad to thebig picture view then,of the relation between major ion
concentration inversion and the various molar fismcinversions The twogroups are related as
a welldefined and consistent pattemith a tiny effect(the molar function inversiohsvith a
largely random patteraccurring at a much higher magnitsdhi-flow and input requirements
of major ion concemationinversion). The intersection of the twoaalsolargely random

Things can either go in the same or in opposite directions or switch from one to the other
depending on the point of intersection. The huge expansion in volume implicit in major ion
concentrationnversion can be heightened slightly if it occurs in the-tilme and is

accompanied by a slight rise in molar volume or lessened if it occurs in the night time and is
accompanied by a slight decrease in molar voluAreextended period of major ion
concentration ingrsion willshowa slightexpansion dring theday, a slight contractioat night.
This slight daily@ulséwithin the flow pattern changes over the year and so becames

0s e ateffeatthbugra very o6dweakd one.

Less intuitivethan volume chandeut potentially more interestirfgom theviewpointof energy

are the same scenarios in termgmtropy Heredifferences in direction dhe two types of
inversionleadng to eithergradual or sweeping changes in entrbpg implications in terms of

O0r ever/séiibrirleividyiobsin tlorn irhpliesag @proach or retreat from some sort of
equilibrium. The difference in magnitudes of the two types of inversion, however, mean that any



potential equilibrium at their intersection is going to be a gemgll effectvery deep in the
system.

The controlreservoir approach, with constant amounts subjected to a hypothetical daily

temperatee changehas provided some uUséinformationon a possible underlyingore

extensiveseasonal pattern for flow atige irter-relation of the two types of inversis(flow and

density related) But attempts to findhore specificunambiguousemperaturgatterns irthe

grab total functiontargelyfal The o6f |l attened outd temperature
function differencesf the hypotheticalsnay justbeen i I I usi on and it may b
leads to mistaking what is just a straight line for a curve.

While themolar functioninversiors havwe been shown to have a sneffiect on the total
functions one that may change slightly by seasshatmajor ion concentratiomversionmeans
for the systenas a whole at any given incidenttasnot been dealt withiThe question ishow
does the sysm response calledversionplay out on an individual event basisd what patterns
unique to inversion e\we?

Itis naturaltowonder f maj or i on inver si @hierdichaysof any ef f ec
concentrationsA massive intracorrelation matrixvas constructed of gtlarameter

concentrations with sample counts > 20. The major ions were in theleftgend corner and

the 6o0other6é species, including major ion comp
portion of the matrix was first examined by ¢
with a common cation. High correlationgthin these blocks were ignored as triviidhe

concentrations of compounds are all calculated from single values of the cation and anion so if

one goes up, another must go down. The réstiiat some groups are highly intrarrelated

(Cu, Mn, Zn)and others are only weakly intcarrelated (Na, K).

Going up and down the matrix to examine fidentity block correlations shows a random mix

of high and low correlations and no particular patterns. Cu and Zn tend to correlate with many

other species wla others correlate with few species, Pb compounds for example only with Cd
compounds. N noticeable high areas of intarrelation among the other compounds that could

create a nexus for another type of inversion was found but it is possible thgbsHe=gaeen

data points was just too wide and/or values just too low to couptepm e st i ons. of Opr e
Higher correlations between trace me@ihpounds apparently only indicate tbaivh er e A i s

A

f ound, there B is also found. 06

Havingquicklyreached aleade nd wi t h t hi s s o me, Wik time togomdidert gu n 6
whet her the use beisemgvoaded o hlhhe doontiiomltred
logically, evenif it is a potentially problematione, to imaginghe introductionin a controlled

mannerof a seamount of new material from the environmertie new material is added as

analytical input concentrations in a stefse fashion as the difference of each parameter on the

two days divided by the number of hours into whicis being applied. The result is a linear

stepwise addition and subtraction going from first day values at 00:00 hours to second day values

at 12:00 hours and back to the fif§the analysis was initially run with data from gaff grab

sample datewhile later averages over groups of inversion or-mwersion dates were used.



Also the hypothetical inversioor noninversionpeak was initially seit noon while later the
peak is at 5 am or 5 pmx&mples arelrawnrandomly from earlier and later rups.

Theschematic belw is an artisticendition of what igjoing on. h betweert he &6r eal 6 val L
00:00 and 12:0Ghe hypotheticaincremental valuego from one date to the other. Day 2 values

are gradually blended into the system up to noon, thetuglig removed in the time back to O

hours. The analystherefore speeds up thbronologicaprocesgrom several days to over one

day but allows the analysis over that period to be spread out in a series of steps.

schematic control reservoir 7/198/16/1977 - Gila at Safford
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TheUSGSwateq4f programvasused originally to generate activities, speciation, soidbility
data for each of the 16ddividual grabsample datesNow pairs of dateprovidethe first and
second day dataput valuedor another run of thprogram whose outpateatesa dynamic
picture ofsample differences between the two datéarying wateg4f parameters in different
runs, a variety of possible pathways betweeningarsion and inversion can be examined.

In the initial runs, any parameter missing data timeeiday 1 or day 2 was zeroed out entirely. In
later runs averages of parameters are useae wateq4f programuns into problems using
paraméer maximumspredictably yieldingvarning flagghat input concentrations and
conductivity ared o ut  O6Butit $ias nogproblems ruimg minimums or averages afi
parametersTo deal wi t h tphree speomycadedages obtlieajorion(Mlavgs)
were usednitially. Theidea forsubsequent runsas toaddaverages obne new parameteit a
time( A M| a v)gAseralfingensursthat there willalmostalways be a value fdrothday 1

and for day 2.

Theaveragingreferred tdhereis overgroups of paired dates. The dates are chosen by inversion
status ad includefour possibled s ¢ e n &) naniaversdion to inversion, 2) inversion to nron
inversion, 3) inversion to inversion and 4) Aiamersion to nofinversion.The choice of sample
dateswithin each groupvas made to bmutually exclusive each sample date could onlyde

dayl oraday2not both For example, scenario 3 are inversion dates followed by another
inversion date. Of an inversion lasting over three dates, only datel and date2 could be used
because date2, once used, could not be a dayldaied day2 (Sorry!) Datel couldoe



preceded by a neimversion date because what is of interest here is the interval between datel
and date2There are some dates that belong to more than one group, noticeably in sdefarios
2, but as a whol¢he dates are the not the same in botmaci®s Each category contains about
25-7 date pairgxcept 3 which contains only 16.

The most impdant parameter for inversion is, of courbeyw. Scenario 1 are all flow up,

scenario 2 are allow down but scenarios 3 & 4 can be eithTo cut downon the number of

runs, senarios3&4wereun only with flow iflowdownfoadbi nt er est
scenario 3 anddhw up for scenario .4 The flow directions are O0i ni
flow going in the opposite direction indicatedibyersion analysisln scenario 4 (noimversion

to noninversion) flow going up tesigany inversiontype responseare elicited With scenario

3 (inversionto inversion) flow going down testghether on averagehere isany indicatiorthat

inversian may not last over the extended period.

Thewateg4fprogram requires additional informatibeyondinput concentratioasuch as TDS,
conductivity and salinity.These were initially derivefifom stepwise additiobetweerthe TDS,
conductivity and salinity of thewo datesut later changetb calculatiols done orthe stepwise
addednputconcentrationsThis changevastheoreticallynecessary because not all parameters
from the two dates were being used DS of the tvo dates were of all parameters not just major
ions(there were, however, no warnings from wateg#én the two date TDS was used close
enough) TDS is a straight addition of input concentrations (mg/L), salinity is estimated as
TDS/100Q and conductiuy is calculated fronan equation derived frograb sampld DS and
conductivity (r"2#6.97)runon the newly calculated (input) TDS.

The wateg4f program also requires inputs for temperature, densjtgndhissolved oxygen

and these are far mordfttiult to model than theamountrelatedbulk analyzes referred to above

To cope with these difficultiespme changewere made to the oiiigal setup The time frame

for hypothetcal daily temperature increag@as changeffom 6:00amto 4:00pmto 5:00am to

5:00 pmmin/max This change in time frame putse daily temperature curvestepwise

addition itself, in linewith the (hypotheticallamount additionarve. It then becomasecessary

to change theameofthe nal ysi s fromnaefibBypot hetoonal dayo t
i nver si on Thegraghd getemied ase.nav fromnd or 5 pm of one day to Bneor 5

pm of the next that is two haltdays with full inversioror noninversionoccurring at the center

of the graph at dier 5 am or 5 pmThere is no way of telling, other than by looking at
temperature, whether the 0506 at the center of
sometimesncluded inthe chart tie (invsam(Tdn)). The xaxisalsochanges fronfi h o (ofrthe

day: to fAti me of (@(Aganpthe@ralyses was pesfamed mangtimes over an
extended period of time so these changes are not seen in all runs from which ekaneples
randomlychosen)

The program was run with redox valuessaét t o O6f ul |l 6 oxi dation usin
couple which was deemed most appropriate for surface water. (The wateq4f program was

originally designed for groundwater studims test examples show it can bged with surface

water as wel).’ There is also astherassumption here, probakdyparticularly good onfor

surface water, that @&39setharothercanbeignorlee aius ed @ d mil



oxidation is usedand there seemed little need faideprived oxygedscenario, dissolved

oxygen was generated by a calculation using temperature, pressure, saturation vapor pressure,

and rdative humidity rather thaosingfield values The result is dissolved oxygenlwas that

follow temperature inversely and, remaining betweenab®&t7/mg/ L, | ook mor e | i
Law valueghan field values which carange erratically from-42. There is at least one distinct
disadvantage to using a calculation for D.O. which belldealt with later.

For pressure the average of day 1 and day 2 was used witl®83 bar minimums and

maximums at 4 and 10 am/pm in aat with daily fluctuations seen in the tropievén though

Arizonais not, of course, in the tropicshis tiny pattern is really just a flourish and a nod to

t he O damiyt g 6 thavwng liftle effect on either density or dissolved oxygalues

The saturation vapor pressure was calculated from its relation to temperature and.pressure
Relativehumidity d o e ®verdgualify as a wild guesdeing morea 6 p | a dharhaaythimge r 6

elsg andis merelythrown in as the minimuraf one day to the maximumwf the other day. In

scenarios 1 & 2, relative humidity goes from hfghthe inversion date tow for thenon

inversion date busint he &éi nt er e st ifargeénaripsBt&aissetfo)alow i r ect i on
constant (25%) if not availablBissolved oxygen was thedfectively eliminated as a factor in

spite of its important role in the determinat
covers the sitation sufficiently.Usingthe samé g u e s st i ma to eaftulate pressupédr D O

is an easy matter talculate the TSP density at each héufew runs were made with field

D.O. values to see if any major changesld be provoked but there ware interesting results

Temperatur@nd pH arenot so easily disposed of and here strategic decisions had to be made.

The o6dail yo6 , dtwasdexidetds natslesignediteprodutehe pi cture of a
day. I is designed tachievetwo interrelated goald) letting the amounts intact withthe

widest range of temperature and pétsible and (in patherefore) 2heighten or dimiish the
possibleeffects ofor oninversion.

The question becomes, howewehether anyisecan be madef grab sample temperature
differenceghemselvesn the modelThe actual temperature difference valaesof little use,

beingentirely a function of sample date differerazehas already been seérhe very consistent

daily tenperature range of about-I13C apparent in the mimaxtemperaturgraphsfor Safford

was al so not used since that woupodsible effactof t o 6t
temperature on inversioriThe example of relative humidity wsereforeused and temperatures

range from the minimum of day 1 to the maximohday2. Thismethodresults, in all cases but

scenario 3, in aaveragehourly increase of aoughly 1C per hour. Only a careful examination

of temperaturg/-scalevalues shows that these are oamaally6 i mpossi bl ed days r a
case, from 7d 32Cin a single day.

The final additional parameter is pH which has too profound an effect on speciation, in
particular, to be relegated either to a set daily pattern (if one could be found) or the difference of
averages on different days. Instead handled likeemperature and relative humidiyoing

from the minimunof one day to the maximuwf the otherto provide the largest possible

6dai |l yd c ont Regause pHoigso impoxtaaty irclieasing.and decreasing pH from
dayl to day2 werdone as sepamatunsof each scenario (pHup, pHdnJThe modelling of pH is



probably the most problematic step in the hypothetical scenpHos, after all a concentration
and as such depends on all the other concentrations rsgirefpé independenglin willy -nilly
manner seems inviting trouble. The wateqg4f program is relied on to pick up any major errors,
but in itself, uses pH to make up differences, so . . ..

It is important to emphasizbefore marching grthat a hypothetical scenario candop v e 6

anything. The most tellingxample is scenario 3, from an inversion date to another inversion

dat e. The pattern pr oduc edlyldsteefsom datetl todagter2o v e 6

In fact it assumeghat it did in order to generapatterns around the inversidBbome ofthese

patternamaybe used tdest the assumptionThe real question is whether the newly generated

patterns tell us anything abadhereal physical patternsf inversion. In this kind of game, about

theonlyt hi ng that can really be Oprovendé occurs W
possibly exist in the real worJguch as a violatioaf the first law

Finally, it is necessary to makeention of some of the nittgritty detail of how the analysis wasgecessed. While

the endlesgualifications and¢aveas may be annoying to read, an awareness dbtistical difficulties involved in

the analysis should help the reader evaluate the results more crifichlly.s st u dy aditslevélopedotd wo r k
polished product. Tie reader will not be spoon feekll-established pabululsut must make the best of it on his

own.

An Excel workbookvas used t@ut together the input for theateq4f program and then cregt@phs from wateq4f
out put . Al & shedlvasgrédtet anchihe rows of data from day one and day twoaivgnatges
placedon tworowswhile the stepwise incrementations in between were performed by foromdeesl from left to
right over the entire data arbatween the dayl and day@®vs The additionabulk parameter calculatiorreferred
to above wer e (dvédrthenstepwise iacremeniation fermulas)ormulan a column by column
basisas neededBoth input and output values are graphed, the input mostly aslatoh@ake sure no input errors
were made. In addition a number of parameters that test the inputs and their refatadas graphedVhenever
possible, spreadsheet calculations were performed to see if wateg4f results could be regfodegadipleionic
strengthcalculations are danby the wateq4f program afarmulas in the Excel spreadsdt are used tiy to
reproducehe wateg4fresults.

The workbookstructure beyond the wateg4ftemplate is as follows: wateq4f outpuile is opened onad i ndp u t
sheef(i.e. input for the rest of the Excel workbook) and converted from fixed width text into Excel columns. The
desired data is then extracteddtsingformulas, a process that depends hididthon theregularityof output
formattingand corect selection of column widthErrors at this level are easy to spot, usually producing
unint el | i gThe tHa&a isdlgcadintoaaguemnsdirst on one sheet, then tedviato rows on another.
Theprepped data in columns A toof the secongheet(in rows)is then copied en masse onteYfof another

sheet. This final sheet has sorting instructions and prepared graphs to the right of column Y so that the newly
entered data merely has be resowtétl the sorting instructions provided producehe majority of the graphs.

The basic data generated by the wateq4f programancentrations (from activitigspeciation, and solubility

indices. Amounts are generated by concentration (mols/kg) times kg solvent and fmule® of electrons) are
generated from the amourasd chargePercenfimols e/20 are50% cations, 50% aons. Lateiionic strength
calculated from concentrations and chasgas substituted for mols.eThe data is replicated in different areas of

the final worksheet in ordéo produce graphs of 1) the major ions 2) ion pairs by anion, 3) ion pairs by cation, and
4) high to low values (all parameters)

Additional 06cleaning upd and checking has to be done m
the graphs. This is virtually the only way to easily
contain formulas and atberefore quite susceptible to corrupti@nrors in not properly selecting the correct cells

when using thé r e p furetore fér examplecan wreak havoc on such a workbook &atito some




































































































































































































































































































































































































































